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This thesis investigates computational methods pertaining to multi-physics dynamics problems featuring continua, discrete systems, and their coupling. Specifically, computational methods for solving governing equations of fluids, solids, and their interaction are studied in a partitioned Lagrangian and parallel computing framework.

For fluid dynamics problems, the focus was on the use of Smoothed Particle Hydrodynamics (SPH) as a Lagrangian discretization method for modeling and simulation of fluid flows. More specifically, the Navier-Stokes equations are solved via an implicit-in-velocity and pressure algorithm using a Chorin-style splitting technique for both Newtonian and non-Newtonian fluid models. This implicit time integration allows for large time-steps while simulating a broad spectrum of fluid flows ranging from highly viscous to flows with moderately large Reynolds numbers in the laminar regime. The same continuum approach is adopted to resolve the dynamics of discrete systems such as granular media by choosing a proper constitutive equation for the deviatoric part of the stress tensor. The equivalence of the granular constitutive equation to the Herschel-Bulkley fluid model allows for treating the granular material in a continuum sense as a non-Newtonian fluid. A bi-viscosity model is employed to numerically handle the yield stress within the Navier-Stokes framework.

For solid mechanics, the rigid-body dynamics governing equations account for frictional contacts via a differential variational equality method along with an implicit time integration scheme allowing for large time-steps. The uniqueness of the optimization problem arising from frictional contacts is investigated and the Tikhonov regularization technique is used to select the minimum norm solution. When bodies are flexible/compliant, their dynamics is
captured via the absolute nodal coordinate formulation, a non-linear finite element method designed to handle simultaneously large deformations and large displacements/rotations. Lastly, the two-way, dynamics coupling of the fluid and solid phases is done explicitly in a partitioned framework. So-called Boundary Condition Enforcing (BCE) markers capturing the motion of the solid phase are employed to impose no-slip and impenetrability conditions for the fluid phase. Subsequently, the hydrodynamics forces are transferred to the rigid and flexible multi-body dynamics systems as external forces.

The high computational load associated with the simulation of fluid-solid interaction problems typically leads to long compute times. To address this issue, the software solution developed under this work relies on: high-performance computing on graphics processing unit cards to parallelize the fluid solver; and multi-core parallel computing and vectorization to accelerate the rigid/flex-body dynamics solver. The software implementation of all algorithms discussed in this work is publicly available on GitHub in an open-source C++ software package, called Chrono, which is released under a permissive BSD3 license.
1 INTRODUCTION

Computer simulation has opened up new research directions in many engineering and physical sciences. The increased reliance of engineers and scientists on computer modeling and simulation stems primarily from the relatively high cost of conducting experimental studies. Harnessing the power of today’s computers to carry out billions of operations per second can translate in some cases in replacing large amounts of experimental work with effective computer simulation. In terms of continuum mechanics, current numerical methods can simulate problems with millions of degrees of freedom. Similarly, simulating the dynamics of many discrete systems with a relatively large number of degrees of freedom is possible. However, computer simulation of (i) multidisciplinary problems featuring the coupling of discrete systems and continua, and (ii) large scale discrete systems encountered in granular media continue to pose many and interesting challenges.

1.1 Problem Statement

Problems involving the interaction of multiple physical phenomena are prevalent in many engineering applications, ranging from biomechanics to geomechanics. Modeling and simulation of soft tissues or cardiovascular flows are prime examples of multi-physics problems in biomechanics. Many environmental applications concerning renewable energy devices, offshore wind turbines, etc., require modeling the dynamics of fluids, solids, and their interaction. Lastly, a multi-physics modeling and simulation capability is required in geomechanics problems encountered in partially saturated soil or landslides.

From the computational perspective, simulation of discrete systems poses a higher computational burden comparing to continuum modeling. For instance, discrete modeling of soil and granular media leads to extremely large problems due to the small particle size and/or the large number of particles in many real-world problems. A continuum approximation of these systems could lead to more efficient solvers, yet the success of the homogenization process is
dictated by the predictive attribute of suitably chosen constitutive laws. The interest in this Ph.D. thesis is in modeling the dynamics of both discrete and continuum systems as well as their coupling, and, when possible, to use the continuum approach to approximate discrete systems.

The problems of interest in this work span multiple disciplines across continuum and discrete systems as shown in Fig. 1.1. These problems include dynamics of (i) fluids, (ii) rigid and flexible multi-body systems, and (iii) fluid-solid interaction problems where dynamics of a continuum is coupled with discrete flexible or rigid multi-body systems. Owing to their multi-physics nature, these three thrusts cover a wide range of real-world applications that span multiple disciplines and industries.

Figure 1.1: Schematic overview of the problems of interest in the present thesis.
1.2 Thesis Overview

This manuscript is organized as follows: Chapter 2 will provide a brief overview of the existing work and literature on computational fluid dynamics, multi-body dynamics, and fluid-solid interaction. Chapters 3 and 4 will discuss the modeling aspects and the numerical methods for solving the governing equations of discrete and continuous systems, respectively. Details about the software implementation of the framework are presented in Chapter 5, with numerical experiments and validation discussed in Chapter 6. Chapter 7 presents several applications and demonstrates the capabilities of the developed computational framework. Conclusions and directions of future work are discussed in Chapter 8.

1.3 Summary of Contributions

The author’s work has led to the following archival publications: [7, 8, 9, 10, 11, 12, 13]. The specific contributions of the author are summarized as follows:

- Investigated the use of SPH for the Navier-Stokes equations
  - Investigated four different SPH methods (WCSPH, ISPH, KCSPH, and IISPH) and their solution attributes
  - Performed a comparison between Implicit SPH (ISPH), Weakly Compressible SPH (WCSPH), and Kinematically Constrained SPH (KCSPH)
  - Compared and contrasted the solution attributes of SPH as a Lagrangian method against continuous finite element method for free-surface and fluid-solid interaction problems
  - Implemented and improved the Implicit Incompressible SPH [14] method by solving the discretized Poisson pressure equation via advanced linear solvers
  - Implemented and validated a projection-based implicit, both velocity and pressure, solver that can handle a wide range of fluid flows ranging from highly viscous flows to flows with moderately large Reynolds numbers in the laminar regime
– Investigated the use of consistent SPH discretization for internal flow problems
– Implemented the Herschel-Bulkley fluid model for modeling and simulation of non-Newtonian fluids
– Investigated the use of ISPH method for modeling and simulation of granular dynamics as a non-Newtonian fluid

• Investigated the solution quality in frictional-contact problems and demonstrated insights gained in the context of a biomechanics application
  – Investigated the use of the Tikhonov regularization method for imparting uniqueness to the distribution of frictional contact forces in granular dynamics problems solved via a differential variational inequality approach
  – Simulated the tibiofemoral cartilage contact during walking for the prediction of collagen fiber orientation

• Developed a partitioned fluid-solid interaction framework
  – Coupled the fluid solver to a multi-body engine capable of simulating rigid and flexible bodies interacting through frictional contact
  – Validated the fluid-structure coupling via benchmark experiments featuring flexible and rigid elements

• Leveraged hybrid CPU/GPU parallelization to improve the performance of the FSI framework
  – Implemented SPH on GPU cards using CUDA to leverage high memory bandwidth
  – Implemented Krylov linear solvers such as GMRES and BiCGStab on GPU to improve the efficiency of the underlying linear solvers
  – Leveraged OpenMP for parallelism of the flexible multi-body dynamics solver on the CPU
  – Improved the efficiency of the low-level matrix operation on the host code via AVX vectorization intrinsics
This chapter will provide brief background information about different types of physics studied in this manuscript. These include the dynamics of fluids, rigid and flexible multibody systems. Lastly, methods concerning the coupling between fluids and solids are discussed as well.

## 2 Background

Computational fluid dynamics is a significant branch of computational continuum mechanics, and it is concerned with the simulation of continua using computers. Many aspects of CFD have been studied in the past. This includes various space discretization and time integration schemes. Insofar as the space discretization step is concerned, the majority of CFD models can be classified as: (i) Eulerian approaches, where the unknown state variables are attached to stationary observers; or (ii) Lagrangian approaches, in which the unknown state variables are attached to moving observers.

Eulerian methods have been successfully applied and are very popular in CFD. Indeed, Finite Difference (FD) represents a robust technique for solving partial differential equations on simple domains, while the Finite Volume (FV) has been predominantly applied in fluid flows with complex geometries. Conversely, the Lagrangian methods gained traction only about two decades ago, although the idea of using Lagrangian discretization dates back to 1957 [15]. Among Lagrangian methods, SPH [16, 17] has been widely adopted as the low-order approximation of choice for a variety of problems [18], while Moving Least Squares and Radial Basis Functions emerged as the leading high-order meshless methods [19, 20, 21, 22].

For FSI problems, just as for free-surface flows, the Eulerian approaches are challenged by large mesh deformations, which call upon re-meshing operations. A widely used approach is the Arbitrary Lagrangian-Eulerian (ALE) method [23], which handles well sufficiently small mesh deformation, yet it becomes expensive when the motion of the solid objects is relatively large. The Immersed Boundary Method (IBM) [24] addresses this shortcoming by implicitly
treating the solid objects, as opposed to the ALE explicit representation of solid bodies that calls for body-fitted meshing. Thus, IBM alleviates the mesh deformation problem at the cost of a higher mesh resolution in the vicinity of the solid objects.

Handling FSI problems comes more naturally to meshless methods, e.g. SPH, owing to their Lagrangian nature that interfaces well with the Lagrangian framework used in solid mechanics. However, SPH-based methods generally have enjoyed a somewhat limited adoption due to their reduced order and deficiencies in numerical approximation near boundaries [19]. Kernel-correction methods have been recently proposed to enforce linear consistency and second-order accuracy, yet they alter the conservation properties of SPH [25, 26, 27, 28, 29]. Likewise, the use of larger support basis functions improves robustness but leads to a higher computational cost.

Amongst different choices of discretization methods, in this thesis, SPH is embraced for space discretization of the underlying equations owing to its strength in solving free-surface, large-deformation, and fluid-solid interaction problems. SPH comes in many different formulations as far as time-integration, compressibility level, and boundary condition treatment are concerned, which will be further discussed in later chapters.

2.2 Computational Multibody Dynamics

A multibody system is defined as a collection of bodies interacting through mechanical constraints and frictional contact between the objects. Joints constrain the relative motion of bodies while springs and dampers induce additional loads in the system. Each body possesses a specific mass and shape while the interconnects are treated as massless. These modeling assumptions apply to a large class of mechanical systems, from robots and vehicles to biomechanical systems [30]. Computational multibody dynamics is the term used herein to refer to the numerical modeling technique used for resolving the dynamics of these discrete systems. Depending on the stiffness of discrete objects being studied, multibody systems may be further categorized into rigid multibody systems and flexible multibody systems.
2.2.1 Rigid Multibody Systems

A large body of literature is dedicated to rigid multibody systems featuring mechanical joints/constraints [31, 32]. When frictional-contact between objects is present, existing methods may be categorized in two groups: penalty and complementarity methods.

In penalty methods, the fundamental assumption is that bodies, although being rigid, deform slightly at the point of contact. The inter-penetration between the rigid bodies calculated during the proximity-computation stage is used to penalize further inter-penetration by creating contact forces between bodies through fictitious springs and dampers [33, 34, 35]. The process of choosing the model parameters and the simplification of the contact geometry are two main drawbacks of this method. Despite its shortcomings, penalty method has been used in numerous numerical studies on the dynamics of large rigid body systems [36, 37, 38, 39, 40, 41].

In the complementarity (constraint-based) approach, the main idea is to modify the equations of motion to include a differential inclusion [42] and to impose non-penetration between rigid bodies through constraints enforced by applying impulses. This method has been modified to model rolling and spinning friction in addition to sliding friction [43]. An important drawback associated with this method is the lack of uniqueness in the set of contact forces resulting from the solution of an optimization problem. In the present work, the complementarity method is employed to resolve the dynamics of contact between rigid bodies, while the penalty approach is used to handle contact between deformable bodies.

2.2.2 Flexible Multibody Systems

Unlike the rigid body dynamics where there is no distinction between the kinematics of the body and its reference frame, further modeling is required to capture the deformation of elastic components in flexible body dynamics. This is mainly because the distance between two points on/inside a deformable body changes, and the kinematics of the reference frame cannot sufficiently describe the time evolution of the flexible component. To this end, elastic
components are discretized in space to study their motion via a *finite* number of degrees of freedom. This is in contrast to rigid multibody systems where each rigid object is uniquely defined, regardless of its shape, by a set of position and orientation degrees of freedom. The final stage of the solution consists of solving for state variables, including those associated with rigid body motion as well as those defining elastic displacements and/or position and orientation of the discretized nodes. The Floating Frame of Reference (FFR), co-rotational formulation, and Absolute Nodal Coordinate Formulation (ANCF) are three of the most relevant formulations in the context of flexible multibody systems.

In the FFR formulation, the position of a point in the flexible body is expressed as the superposition of a small (flexible) *deformation*, described in the body coordinate system, and possibly large *translation* and *rotation* of the body’s coordinate system. The deformation of the body with respect to its coordinate system is expressed via the nodal coordinates of the discretized finite elements. The finite element used in the FFR formulation leads to zero strain under any arbitrary rigid body motion of the flexible object. Despite being the most widely used formulation in the computational flexible body dynamics, FFR is limited to cases where the deformation of the flexible body with respect to its reference frame is small. See [44, 45] for more details about the FFR formulation.

The ANCF is a non-linear finite element method formulated to handle large deformations. In ANCF, no co-rotated frame is used to describe the kinematics of deformed finite elements. Most importantly, the distinguishing feature of ANCF is the use of position vector gradients to describe the rotation of the body as well as its strain state, thereby avoiding the need for interpolating non-vectorial rotation parameters. Given the interest of the present work in problems featuring large deformations and driven by the limitations of the FFR for such problems, the ANCF method is chosen in the present work.
2.3 Fluid-Solid Interaction

Many engineering applications, e.g., cardiovascular flows, fluid sloshing, particles in suspension, etc., require the solution of an FSI problem. Some of these problems involve large deformations, in which case the fluid-solid coupling remains challenging to solve [46]. For most FSI problems, it is nearly impossible to obtain analytical solutions. Additionally, laboratory experiments are also limited and costly to conduct [47]. Thus, numerical simulations must be employed. Different classifications exist in the context of numerical methods for FSI problems.

One classification is to consider the computational domain and divide the methods into conforming mesh methods and non-conforming mesh methods. In the conforming mesh methodology, the computational domains of sub-systems match at the interface, while in non-conforming mesh methods the computational domain of the fluid sub-system serves more as a background mesh for the solid phase. As an example of non-conforming mesh methods, in IBM [48, 49], the immersed boundary is tracked in a Lagrangian fashion; the fluid is tracked in an Eulerian framework on a non-conforming and regular grid; lastly, the presence of the immersed boundary on the non-conforming grid is included in Navier-Stokes equations as extra source terms. Fig. 2.1 illustrates the difference between the computational domains of the aforementioned methods. The approach to be taken in the current work does not fit into this classification since a mesh-less method is to be used for the fluid phase. However, the methodology is more similar to conforming mesh methods.

Another classification pertains to the sequence of the solution algorithms and the governing equation of the overall system. Accordingly, FSI methods are grouped into monolithic and partitioned approaches. In the former [50, 46, 51], the governing equations of the fluid and the solid phases are solved simultaneously; the interfacial conditions are implicit in the solution procedure; and potentially a better accuracy can be obtained for a multidisciplinary problem [47]. In contrast, in the latter approach, the two phases are solved separately, and the solutions are usually explicitly coupled together. Each method has its advantages and drawbacks. What makes the partitioned approach appealing is the fact that it solves each
phase with efficient techniques that make the most out of the state-of-the-art methods in modeling, numerical solvers, and hardware architectures. Among partitioned methods, the ALE approach for the fluid and Lagrangian one for the solid are commonly used to treat strongly-coupled FSI problems [52, 53]. In the ALE approach, the fluid mesh is deformed to adapt to the solid domain deformation [54]. Although this approach has proven capable of handling FSI problems with large-deformations, it is computationally expensive due to continuous mesh adaptation, a task that is not needed in meshless Lagrangian methods such as SPH [55].

Some recent FSI schemes resolve both the solid and the fluid dynamics in an Eulerian framework [56, 57, 58, 59]. The difficulty of computing the deformation gradient in an Eulerian framework is circumvented by tracking a reference map [56, 57] or direct evolution of the deformation gradient as a field variable [58]. A distinct advantage of this class of methods is that all the phases are resolved by sweeping through a single mesh. On the downside, these methods are challenged by FSI problems involving contact between a large number of solid bodies as the computation of contact forces requires two level-set field variables per contact.
Storing these field variables becomes expensive in comparison to $O(1)$ state variables that are stored in Lagrangian formulations [56] for each contact.

In the present research, the Fluid-Solid Interaction method will be resolved in a Lagrangian-Lagrangian framework. Similar fluid-structure coupling was discussed in [60] and further improved in [54, 61, 62]. In [60], the contact forces were calculated based on an iterative master-slave scheme, which finds the best penalty forces required for the no-penetration condition. A similar but non-iterative scheme was used in [62]. In [54, 63], a dummy-particles scheme was used to compute the pressure from the fluid side. The present work follows in the footsteps of this last approach.

### 2.4 Granular Flows

While water is the most handled industrial material, granular material is the second. Dense granular flows, however, are substantially more complex than their fluid counterparts. Granular material is essentially a discrete system whose evolution is described by the Newton-Euler’s equations featuring frictional contact force (see Eq. 3.4). Although the discrete representation can accurately capture the motion of granular flows, the fully resolved modeling of large scale granular flows is a challenging task owing to (i) their complex frictional contact interactions, and (ii) a high computational burden as the motion of individual particles needs to be tracked in a numerical integration framework that advances simulation at time steps $\Delta t \approx 10^{-5}$ or lower. To address the latter aspect, discrete granular flow simulations use parallel computing to accelerate the computations. To date, the largest granular dynamics simulation of practical relevance contained 2.4 billion bodies, which was run on 16,384 CPUs (131,072 cores) of Japan’s K-computer [64, 65], the 2012 fastest supercomputer in the world and now the 18th in the ranking of the world’s supercomputers [66].

The collective behavior of individual particles may, however, be regarded as a continuum. Given that granular media can demonstrate distinctively different behaviors under various local stress conditions, the focus of this research is on the fluid-like evolution of granular
material that happens when it is rapidly sheared. In such cases, (i) shear stress in granular material shows strain-rate dependency, which is a characteristic of fluids and, (ii) there exists a threshold value (yield criterion), under which the grains do not flow, a characteristic of solid materials. These features suggest a viscoplastic behavior of a granular material which is similar in nature to that of non-Newtonian fluids such as Bingham liquids [67, 68].

Constitutive laws that could describe the motion of granular flows are still lacking. Amongst various models and theories developed previously, the \( \mu(I) \)-rheology [67] is one of the successful frameworks describing observations from a variety of experimental and numerical results.

In the present work, we describe the fully resolved modeling of granular flows via the complementarity approach described in §2.2.1.
3 DISCRETE SYSTEMS

Contrary to continua, in discrete systems the motion of individual objects in the system and their interactions on each other is studied. In the following section, the mathematical formulations of such systems are described.

Definitions

Throughout section §3, the following conventions are used to denote the quantities associated with discrete systems. Scalar variables are denoted by uppercase or lowercase lightface Latin and Greek letters, e.g. $\rho$ and $\phi$. Vectors are denoted via bold, lowercase Latin letters, e.g. $\mathbf{x}$ and they are column vectors unless otherwise specified. More specifically, the variables $\mathbf{x}$, $\mathbf{v}$, $\mathbf{a}$ are used to represent the position, velocity and acceleration of an object. Indexed vectors are used to specify either an element of the vector or an object in the vector depending on the context, e.g. $\mathbf{x}_i$ is the position of body $i$. The first time-derivative is represented with over dot, e.g. $\dot{\mathbf{x}} = \mathbf{v}$. The second time-derivative is denoted via over double-dot, e.g. $\ddot{\mathbf{x}} = \dot{\mathbf{v}} = \mathbf{a}$. Matrices are represented as bold uppercase Latin letters, e.g. $\mathbf{M}$. One subscript is used to specify a single row, e.g. $\mathbf{M}_i$ for row $i$ in the matrix $\mathbf{M}$. Two subscripts are used to indicate a specific row and column, e.g. $\mathbf{M}_{i,j}$. The Frobenious norm of a matrix or a vector is defined as $\| \ast \|_F$. The skew-symmetric cross product operator for a three dimensional vector is defined as follows and results in a $3 \times 3$ matrix

$$\hat{s} = \begin{bmatrix} 0 & -s_z & s_y \\ s_z & 0 & -s_x \\ -s_y & s_x & 0 \end{bmatrix}$$ (3.1)
3.1 Rigid Body Dynamics

In this section we describe the dynamic systems featuring rigid bodies and frictional contact between them. As explained in Section §2.2.1, a complementarity-based approach is used to resolve the contact between different objects.

Preamble

“Rigid body” refers to a 3D object that can translate and rotate in space. The set of generalized coordinates that describe the position and orientation of a body in the 3D Euclidean space are \( r_j \in \mathbb{R}^3 \) and \( \epsilon_j \in \mathbb{R}^4 \), which are respectively the absolute position of the center of mass, and Euler parameters associated with orientation of body \( j \). Combining the set of generalized coordinates of different bodies for a system of \( n_b \) bodies, one can write the set of generalized coordinates describing the system at position level as

\[
\mathbf{x} = \begin{bmatrix} r_1^T, \epsilon_1^T, \ldots, r_{n_b}^T, \epsilon_{n_b}^T \end{bmatrix}^T \in \mathbb{R}^{7n_b},
\]

and at velocity level as

\[
\dot{\mathbf{x}} = \begin{bmatrix} \dot{r}_1^T, \dot{\epsilon}_1^T, \ldots, \dot{r}_{n_b}^T, \dot{\epsilon}_{n_b}^T \end{bmatrix}^T \in \mathbb{R}^{7n_b}.
\]

One can choose to use angular velocities instead of the time derivative of the Euler parameters to describe the system at the velocity level by

\[
\mathbf{v} = \begin{bmatrix} \dot{r}_1^T, \dot{\omega}_1^T, \ldots, \dot{r}_{n_b}^T, \dot{\omega}_{n_b}^T \end{bmatrix}^T \in \mathbb{R}^{6n_b},
\]

which reduces the problem size. The transformation from the derivatives of Euler parameters, \( \dot{\epsilon}_B \), to angular velocities at the body-fixed frame, \( \dot{\omega}_B \), for each body is governed by

\[
\dot{\epsilon}_B = \frac{1}{2} \mathbf{G}^T(\epsilon_B) \dot{\omega}_B,
\]

where matrix \( \mathbf{G} \in \mathbb{R}^{3 \times 4} \) depends linearly on the Euler parameters \( \epsilon_B \). Therefore, if one chooses to work with Euler angles at the velocity level, the block diagonal matrix

\[
\mathbf{L}(\mathbf{q}) \equiv \text{diag} \left[ \mathbf{I}_{3 \times 3}, \frac{1}{2} \mathbf{G}^T(\epsilon_1), \ldots, \mathbf{I}_{3 \times 3}, \frac{1}{2} \mathbf{G}^T(\epsilon_{n_b}) \right] \in \mathbb{R}^{7n_b \times 6n_b}
\]

can be used to obtain

\[
\dot{\mathbf{x}} = \mathbf{L}(\mathbf{q}) \mathbf{v},
\]

the time derivative of the set of generalized coordinate describing the system, where \( \mathbf{I}_{3 \times 3} \) is the identity matrix [31].

3.1.1 Bilateral Constraints

A bilateral constraint represents a kinematic relationship between generalized coordinates in a discrete system. Spherical joints, prismatic joints, or revolute joints are examples of mechanical constraints that are comprised of a set of bilateral constraints represented by
Hence, $g_i(q, t) = 0, i \in B$ is a set of scalar equations to enforce kinematic constraints through algebraic equality equations. For instance, a revolute joint imposes five constraint equations, while a spherical is comprised of three constraint equations [31].

The velocity-level constraint equations which must be satisfied are obtained by taking time-derivative of the constraints as $\nabla_q g_i^T L(q) \dot{v} + \frac{\partial g_i}{\partial t} = 0$.

### 3.1.2 Unilateral Constraints and Frictional Contact

In the Differential Variational Inequality (DVI) [69] approach the equations of motion are modified to include a differential inclusion [42] and to impose non-penetration between rigid bodies through constraints enforced by applying impulses. After discretization this problem is posed as an optimization problem with complementarity and equilibrium constraints. More specifically, the three-dimensional Coulomb friction assumption leads to a Non-linear Complementarity Problem (NCP). In what follows, more details about the theory of the complementarity approach are explained.

Consider a contact between bodies $A$ and $B$ as shown in Fig. 3.1. The tangent plane at the contact point for the contact $i$ is defined by vectors $u_i$, $w_i$ and the normal $n_i$ in Fig. 3.1. A local reference frame can be defined for each body at the contact point based on these vectors. For body $A$, the normal to the tangent plane, $n_{i,A}$, points toward body $B$. The two mutually orthogonal vectors $u_{i,A}$, and $w_{i,A}$ are defined using the Gram-Schmidt method. The same methodology is used to build the local reference frame at the contact point $i$, for body $B$ with $w_{i,B}$, $u_{i,B}$, and $n_{i,B} \in \mathbb{R}^3$.

If the gap (distance) between bodies $A$ and $B$ at the contact point is defined by $\Phi$, a complementarity condition can be defined as $0 \leq \tilde{\gamma}_{i,n}^c \perp \Phi \geq 0$, where $\tilde{\gamma}_{i,n}^c$ is the Lagrange multiplier associated with the contact $i$. The complementarity condition states that at least one of the $\tilde{\gamma}_{i,n}^c$, or $\Phi$ is zero; when the gap function is zero, the normal contact force is greater than zero and when the normal contact force is zero the gap function is greater than zero (there is no contact between body $A$ and $B$). The contact force associated with contact
i can be expressed as \( f_{i,N} = \gamma_{i,n} n_i \), and \( f_{i,T} = \gamma_{i,u} u_i + \gamma_{i,w} w_i \) which are the normal and tangential forces, respectively. \( \gamma_{i,u}, \gamma_{i,w}, \) and \( \gamma_{i,n} \) are the magnitude of the contact forces in each direction. The Coulomb dry-friction model based on the friction forces is expressed as \([70, 71]\)

\[
\sqrt{(\gamma_{i,u})^2 + (\gamma_{i,w})^2} \leq \mu_i \gamma_{i,n}, \quad (3.2a)
\]

\[
\|v_{i,T}\| \left( \sqrt{(\gamma_{i,u})^2 + (\gamma_{i,w})^2} - \mu_i \gamma_{i,n} \right) = 0, \quad (3.2b)
\]

\[
\langle f_{i,T}, v_{i,T} \rangle = -\|f_{i,T}\||v_{i,T}|, \quad (3.2c)
\]

where \( v_{i,T} \) denotes the relative tangential velocity between bodies \( A \) and \( B \) at the contact point. More specifically, Eq. 3.2a states that the the friction force is less than the normal force times the friction coefficient. Eq. 3.2b states a complementarity condition where equality condition of Eq. 3.2a holds if the \( v_{i,T} \neq 0 \), and inequality of Eq. 3.2a holds if \( v_{i,T} = 0 \). Lastly, Eq. 3.2c states that the friction force is in the opposite direction of \( v_{i,T} \). If now one considers
the following constraint minimization problem,

\[
(\hat{\gamma}_{i,u}, \hat{\gamma}_{i,w}) = \text{argmin}_{\sqrt{(\hat{\gamma}_{i,u})^2 + (\hat{\gamma}_{i,w})^2} \leq \mu_i} v_{i,T}^T (\hat{\gamma}_{i,u} u_i + \hat{\gamma}_{i,w} w_i),
\] (3.3)

then Eq. 3.2a-3.2c represent the first order Karush-Kuhn-Tucker optimality condition for the above optimization problem with respect to \(\hat{\gamma}_{i,u}\), and \(\hat{\gamma}_{i,w}\) variables. Hence, the Coulomb friction model is implemented as a constraint optimization problem. Finally, the contact force at the \(i\)th contact point is expressed as

\[
f_i = f_{i,N} + f_{i,T} = \hat{\gamma}_{i,n} n_i + \hat{\gamma}_{i,u} u_i + \hat{\gamma}_{i,w} w_i \in \Upsilon_i,
\]

where \(\Upsilon_i\) is a 3D cone of slope \(\tan^{-1}(\mu_i)\) and oriented along \(n_i\), i.e., \(\Upsilon_i = \{[x, y, z]^T \in \mathbb{R}^3 | \sqrt{y^2 + z^2} \leq \mu_i x\}\).

The Newton-Euler equations of motion for the system [70] are expressed as:

\[
\dot{q} = L(q)v,
\]

\[
M\ddot{v} = f(t, q, v) - g_q^T(q, t) \lambda + \sum_{i \in \mathcal{A}(q, \delta)} (\hat{\gamma}_{i,n} D_{i,n} + \hat{\gamma}_{i,u} D_{i,u} + \hat{\gamma}_{i,w} D_{i,w}),
\]

\[
0 = g(q, t), \\
i \in \mathcal{A}(q(t), \delta) : 0 \leq \hat{\gamma}_{i,n} \perp \Phi_i(q) \geq 0,
\]

\[
(\hat{\gamma}_{i,u}, \hat{\gamma}_{i,w}) = \text{argmin}_{\sqrt{(\hat{\gamma}_{i,u})^2 + (\hat{\gamma}_{i,w})^2} \leq \mu_i} v_{i,T}^T (\hat{\gamma}_{i,u} D_{i,u} + \hat{\gamma}_{i,w} D_{i,w}),
\] (3.4)

where \(f(t, q, v)\) are the external forces, \(M\) is the system mass Matrix, \(\mathcal{A}(q, \delta)\) is the set of active and potential unilateral constraints based on the bodies that are mutually less than \(\delta\) apart, and \(g(q, t)\) is the set of bilateral constraints acting on the system and \(g_q^T(q, t)\) is the Jacobian of the constraints with respect to the generalized coordinates. Moreover, the tangent space generators \(D_i = [D_{i,n}, D_{i,u}, D_{i,w}] \in \mathbb{R}^{6n_b \times 3}\) are defined as

\[
D_i^T = \begin{bmatrix} 0 & \ldots & -A_{i,p}^T A_{i,p} A_{i,p} \tilde{s}_{i,A} & 0 & \ldots & 0 & A_{i,p}^T -A_{i,p} A_{B} \tilde{s}_{i,B} & \ldots & 0 \end{bmatrix},
\] (3.5)
where \( A_{i,p} = [n_i, u_i, w_i] \in \mathbb{R}^{3 \times 3} \) is the orientation matrix associated with contact \( i \), \( A_A = A(\epsilon_A) \) and \( A_B = A(\epsilon_B) \) are the rotation matrices of bodies \( A \) and \( B \) respectively; the vectors \( \bar{s}_{i,A} \) and \( \bar{s}_{i,B} \in \mathbb{R}^3 \) represent the contact point positions in body-relative coordinates as shown in Fig. 3.1. More details about the solution algorithm, and time-stepping scheme of the this DVI problem may be found in [70, 72, 73].

### 3.1.3 Time Integration

In the following, the superscript \((n)\) is used to represent values at time-step \( t^{(n)} \), e.g., \( q^{(n)} \) and \( v^{(n)} \) represent the position and velocity at time-step \( t^{(n)} \) respectively. \( \gamma_i = h\hat{\gamma}_i \) denotes contact impulse for contact \( i \). The time integrated equations of motion discussed in Eq. 3.4 for a time step \( h \) is as follows:

\[
q^{(l+1)} = q^{(l)} + hL(q^{(l)})v^{(l+1)},
\]

\[
M(v^{(l+1)} - v^{(l)}) = hf(t^{(l)}, q^{(l)}, v^{(l)}) - g_q^T(q^{(l)}, t) \lambda, \tag{3.6}
\]

\[
+ \sum_{i=1}^{N_c} \left( \gamma_{i,n} D_{i,n}^T + \gamma_{i,u} D_{i,u}^T + \gamma_{i,w} D_{i,w}^T \right), \tag{3.7}
\]

\[
\frac{1}{h}g(q^{(l)}, t) + g_q^T(q^{(l)})v^{(l+1)} + g_t = 0, \tag{3.8}
\]

for \( i = 1, 2, \ldots, N_c \),

\[
0 \leq \frac{1}{h}\Phi_i(q^{(l)}, t) + D_{i,n}^T v^{(l+1)} - \mu_i \sqrt{D_{i,u}^T v^{(l+1)} + D_{i,w}^T v^{(l+1)}} \perp \gamma_{i,n} \geq 0, \tag{3.9}
\]

\[
(\gamma_{i,u}, \gamma_{i,w}) = \arg \min_{\gamma_{i,u}, \gamma_{i,w} \leq \mu_i \gamma_{i,n}} \left( \gamma_{i,u} v^{(l+1)T} D_{i,u} + \gamma_{i,w} v^{(l+1)T} D_{i,w} \right). \tag{3.10}
\]

Above, the position level update Eq. 3.6 follows the forward Euler scheme. Eq. 3.7 is the time-discretized momentum balance featuring the reaction forces associated with bilateral (mechanical) and unilateral (contact) constraints. Eq. 3.8 is time-discretized algebraic equation for bilateral constraints. Eq. 3.9 is the time-discretized scalar complementarity condition.
in the normal direction while Eq. 3.10 is the minimization problem corresponding to the Coulomb friction model for frictional forces. Inclusion of the relaxation term in Eq. 3.9 leads to a Cone Complementarity Problem (CCP), which represents the first order optimality condition of a Quadratic Optimization with Conic Constraints (QOCC). It has been shown in [72] that the solution of the modified scheme will approach the solution of the original problem as the step-size goes to zero. The underlying CCP is as follows:

Find \( \gamma_i \), for \( i = 1, \ldots, N_c \),

such that \( \mathcal{K}_i \ni \gamma_i \perp -(N\gamma + r)_i \in \mathcal{K}_i^\circ \), \hspace{1cm} (3.11)

where \( \mathcal{K}_i = \{[x, y, z]^T \in \mathbb{R}^3 | \sqrt{y^2 + z^2} \leq \mu_i x\} \),

and \( \mathcal{K}_i^\circ = \{[x, y, z]^T \in \mathbb{R}^3 | x \leq -\mu_i \sqrt{y^2 + z^2}\} \),

where the superscript \( ^{(l+1)} \) in \( \gamma_i = \gamma_i^{(l+1)} \) was omitted for clarity. The system level coefficient Matrix \( N \) and the vector \( r \) are defined as:

\[
N = D^T M^{-1} D, \hspace{1cm} (3.12)
\]

\[
r = b + D^T M^{-1} k. \hspace{1cm} (3.13)
\]

Above, \( b_i = \left[ \frac{1}{h} \Phi_i, 0, 0 \right]^T \) for contact \( i \), and \( k = M v^{(l)} + \frac{1}{h} f \left( t^{(l)}, q^{(l)}, v^{(l)} \right) \).

The equivalent QOCC of the above problem is as follows:

\[
\begin{align*}
\min f(\gamma) &= \frac{1}{2} \gamma^T N \gamma + r^T \gamma, \\
\text{subject to } &\gamma_i \in \mathcal{K}_i \text{ for } i = 1, 2, \ldots, N_c,
\end{align*}
\]

(3.14)

where \( \gamma_i \) is the triplet of multipliers associated with contact \( i \) and \( \gamma_i \in \mathcal{K}_i \) as stated in Eq. 3.11. Herein, \( \gamma = [\gamma_1^T, \gamma_2^T, \ldots, \gamma_{N_c}^T]^T \) is the system level vector of Lagrange multipliers (contact impulses) associated with unilateral constraints. The equivalence of Eqs. 3.11 and 3.14 has been verified by considering the KKT first-order necessary conditions in [74]. Various
methods exist for solving Eqs. 3.11 and 3.14. In [74] advantages and shortcomings of solution algorithms such as Jacobi, Gauss-Siedel, Accelerated Projected Gradient Descent (APGD), and interior-point method for solution of the problem in its optimization form, Eq. 3.14, were discussed.

### 3.1.4 Solution Uniqueness

The complementarity method discussed in Eqs. 3.11 or 3.14 for idealized perfectly-rigid bodies does not have a unique solution. Specifically, this is due to the indeterminacy of the curvature matrix $N$, which is typically positive semidefinite. A positive semidefinite matrix $N$ emerges when there are many contacts per body. Thus, the system has infinitely many sets of reaction forces that satisfy the DVI equations. This non-uniqueness appears only in the normal forces for frictionless problems, while both the velocities and the contact forces are non-unique for frictional problems. Use of additional compatibility conditions for contact forces in frictionless problems was investigated in [75]. The compatibility condition maintains no-penetration constraints but filters out force distributions that could not have arisen from stiff elastic contacts. In the present work, we use the Tikhonov regularization method to improve the solution quality in frictional problems. Herein, the set of solution to Eq. 3.14 is denoted by

$$S = \{ \gamma \in K | f(\gamma) = \inf_{y \in K} f(y) \},$$

(3.15)

where $K = K_1 \times K_2 \ldots \times K_N_c$ is the direct product of the individual contact cones.

The Tikhonov regularized QOCC of Eq. 3.14 is modified as:

$$\min f_\alpha(\gamma) = \frac{1}{2} \gamma^T N \gamma + r^T \gamma + \alpha ||\gamma||^2_W,$$

subject to $\gamma_i \in K_i$ for $i = 1, 2, \ldots, N_c$.

(3.16)

The inclusion of the regularization term $\alpha ||\gamma||^2_W$ increases the zero eigenvalues of the $N$ to ensure a unique solution. Note that the cost function in Eq. 3.16 is strictly convex for $\alpha > 0$. 
According to the Tikhonov regularization method, the minimum-norm solution of a convex optimization problem may be obtained by solving a sequence of related strongly convex optimization problems. Accordingly, the sequence $\gamma_k$ generated by the Tikhonov regularized problem

$$\gamma^{k+1} = \arg\min_{\gamma \in \mathcal{K}} \left\{ \frac{1}{2} \gamma^T N \gamma + r^T \gamma + \alpha_k \| \gamma \|_W^2 \right\},$$

(3.17)

converges to the minimum norm of $S$ as $\alpha \to 0^+$, which is sufficient from the theoretical perspective. However, one may choose not to find the exact solution of each subproblem, but solving it with some tolerance $\epsilon_k$, in order to make the solution procedure more efficient. The idea is to solve the subproblem with looser tolerances at the beginning and with more strict tolerances as $\alpha \to 0^+$. In practice, one may choose to reduce the tolerance and the regularization parameter as $\epsilon_{k+1} = \tau_\epsilon \epsilon_k$ and $\alpha_{k+1} = \tau_\alpha \alpha_k$, for some constants $\tau_\alpha$ and $\tau_\epsilon$, where $0 < \tau_\epsilon < \tau_\alpha < 1$.

Alternatively, one may choose a small value of the regularization parameter $\alpha_k$ and solve only one subproblem and since the feasible set is convex for $\alpha > 0$. This regularized problem has a unique solution although the solution may slightly differ from the classical Tikhonov regularization method described above. These ideas are investigated for a few benchmark problems in section §6.4.

### 3.2 Flexible Body Dynamics

The nonlinear flexible body dynamics formulation used in the current work draws on ANCF, a nonlinear finite element formulation introduced by Shabana [44] to describe large deformation of moving bodies. The salient feature of ANCF is the use of position vector gradients to describe the rotation of the body. ANCF uses the nodal global-position and the nodal position-vector-gradients to describe the nonlinear dynamics of flexible bodies that can undergo large
deformation. In general, the position field of $i^{th}$ ANCF element may be defined as:

$$\mathbf{r}^i(\xi, \eta, \zeta, t) = \mathbf{S}(\xi, \eta, \zeta) \times \mathbf{q}^i(t),$$  \hspace{1cm} (3.18)

which simply gives the position of any point $(\xi, \eta, \zeta) \in [-1, 1]$ inside the element at time $t$ based on interpolation ($\mathbf{S}(\xi, \eta, \zeta)$) of the nodal coordinates ($\mathbf{q}^i(t)$). Due to the fact that description of elements is in global coordinates, the inertia forces have a simple form in ANCF elements. The velocity of any point within an element $i$ may be written as

$$\dot{\mathbf{r}}^i(\xi, \eta, \zeta, t) = \mathbf{S}(\xi, \eta, \zeta) \times \dot{\mathbf{q}}^i(t),$$  \hspace{1cm} (3.19)

The kinetic energy of a finite element $i$ can be obtained as

$$T = \frac{1}{2} \int_V \rho \dot{\mathbf{r}}^iT \dot{\mathbf{r}}^i \, dV = \frac{1}{2} \dot{\mathbf{q}}^iT \mathbf{M} \dot{\mathbf{q}}^i,$$  \hspace{1cm} (3.20)

where the mass matrix $\mathbf{M}$ is defined as $\mathbf{M} = \int_V \rho A \mathbf{S}^T \mathbf{S} \, dx$, which is time-independent. The equations of motion assume the form [32]

$$\mathbf{M} \ddot{\mathbf{q}} + \mathbf{Q}_e = \mathbf{Q}_a,$$  \hspace{1cm} (3.21)

where $\mathbf{Q}_e$ and $\mathbf{Q}_a$ are the generalized element elastic and applied forces, respectively. The description of these elements and calculation of the internal forces are described in §3.2.1, and §3.2.2.

ANCF elements may be classified based on the number of position vector gradients defined at each node. (i) **Fully parameterized** ANCF elements use position vector $\mathbf{r} \in \mathbb{R}^3$, and 3 position vector gradients, $\mathbf{r}_x$, $\mathbf{r}_y$, and $\mathbf{r}_z \in \mathbb{R}^3$ where $x$, $y$, and $z$ are the natural coordinates of the element. Fully parameterized elements allow for easy implementation of the continuum mechanics approach to calculate the deformation gradient ($\mathbf{F}$). (ii) **Gradient Deficient** ANCF elements use position vector $\mathbf{r} \in \mathbb{R}^3$, and fewer than 3 position vector gradients, when using fewer position vector gradients
is sufficient to define the volume used in continuum mechanics approach. Using fewer position gradient vectors has been shown to eliminate various locking problems.

Development of ANCF elements is still an ongoing research topic, yet in the current work elements that have been shown robust and acceptable accuracy are chosen for the simulations of the flexible bodies. More specifically, ANCF cable element, ANCF shell element, and hexahedron brick elements, which are appropriate respectively for modeling 1D, 2D, and 3D bodies, are to be used in the FE analysis of this present work.

### 3.2.1 ANCF Cable Element

The gradient-deficient ANCF cable element introduced by Berzeri and Shabana [76] is used in the present work. As shown in Fig. 3.2, the coordinates of this element at each node are a position vector and a position vector gradient along the beam central axis. The position gradient vectors normal to the cable axis are not defined, hence the element is gradient deficient. Subsequently, torsion and shear deformation cannot be captured with this set of degrees of freedom. The coordinates (nodal degree of freedom) of the \( j \text{th} \) node is expressed as the \( 6 \times 1 \) matrix \( \mathbf{q}_j(t) = \begin{bmatrix} \mathbf{r}_j^T & \mathbf{r}_x^j \end{bmatrix}^T \).

The position of any point inside the \( i \text{th} \) element may be interpolated from the nodal degrees of freedom of its nodes as follows

\[
\mathbf{r}_i = \begin{bmatrix} \mathbf{s}_1 \mathbf{I} & \mathbf{s}_2 \mathbf{I} & \mathbf{s}_3 \mathbf{I} & \mathbf{s}_4 \mathbf{I} \end{bmatrix} \begin{bmatrix} \mathbf{q}_1^T & \mathbf{q}_2^T \end{bmatrix}^T = \mathbf{S}(\xi) \mathbf{q}_i, \tag{3.22}
\]

where \( \mathbf{I} \) is the \( 3 \times 3 \) identity matrix, \( \mathbf{S}(\xi) \) is a \( 3 \times 12 \) matrix, \( \mathbf{q}_1 \), are \( \mathbf{q}_2 \) are the nodal coordinates of the two nodes forming element \( i \), as defined before, and finally \( \mathbf{q}_i \) is a \( 12 \times 1 \) matrix combining the nodal coordinates of the element \( i \). The interpolation functions are
Figure 3.2: ANCF cable element’s schematic. Each node features a global position vector and a position vector gradient along the axis of the element (6DOF). Using shape functions and knowing $\xi$ one can interpolate the degrees of freedom to any point $P$ within the element.

defined as

\[
\begin{align*}
    s_1 &= 1 - 2\xi^2 + 2\xi^3, \\
    s_2 &= l \left( \xi - 2\xi^2 + \xi^3 \right), \\
    s_3 &= 3\xi^2 - 2\xi^3, \\
    s_4 &= l \left( -\xi^2 + \xi^3 \right),
\end{align*}
\]

where $0 < \xi < 1$ is the non-dimensional parameter defined over the natural coordinates of the element locates a point along the cable centerline ($\xi = 0$ at the first node, and $\xi = l$ at the second node), and $l$ is the length of the element.

Knowing the axial and bending strains, one can define the internal loads of this element. The generalized element elastic forces are calculated as follows:

\[
\mathbf{Q}^i_k = \int_L \left[ EA \varepsilon_x \left( \frac{\partial \varepsilon_x}{\partial \mathbf{q}} \right)^T + EI \kappa \left( \frac{\partial \kappa}{\partial \mathbf{q}} \right)^T \right] d\mathbf{x},
\]

(3.24)
where \( E \), \( A \), and \( I \) are the modulus of elasticity, the cross section area, and the area moment of inertia, respectively. The axial strain and curvature are defined as follows

\[
\varepsilon_x = \frac{1}{2} \left( r_x^T r_x - 1 \right) \quad \text{and} \quad \kappa = \frac{|r_x \times r_{xx}|}{|r_x|^3},
\]

where \( r_x^i = S_x(\zeta)q^i \) and \( r_{xx}^i = S_{xx}(\zeta)q^i \) terms involve differentiation of the shape function matrix \( S \).

Similarly, external applied forces, including those coming from the fluid system are interpolated to nodal coordinates and subsequently applied in the structural system via:

\[
Q_a^i = S(x)^T F.
\] (3.25)

The generalized body forces including gravity force may be computed according to the standard finite element formulation as:

\[
Q_b^i = \int_L \rho_s A S(x)^T f_b,
\] (3.26)

where \( \rho_s \) and \( A \) are the density and cross sectional area of the element, and \( f_b \) is density of the body force.

### 3.2.2 ANCF Shell Element

The gradient-deficient ANCF shell element studied in [77] is used in the present work to simulate 2D flexible bodies. The nodal global position vector \( (r^i) \) and global position vector transverse gradient \( (r^i_z = \frac{\partial r^i}{\partial z}(\xi^i, \eta^i)) \) are chosen as the nodal degrees of freedom, as shown in Fig. 3.3.

The positions and gradients on the mid-plane for any point inside the \( i^{th} \) element can be
Figure 3.3: ANCF shell element’s schematic. Global position vector $\mathbf{r}^j$ and fiber’s direction $\mathbf{r}_z^j = \frac{\partial \mathbf{r}^j}{\partial z^j}(\xi^i, \eta^j)$ are the nodal coordinates of the $j^{th}$ node (6DOF). Using shape functions and knowing $\xi$ and $\eta$ one can interpolate the degrees of freedom to any point within the element.

interpolated from the positions and gradients of its nodes as follows

$$\mathbf{r}_m^i(\xi^i, \eta^i) = \mathbf{S}_m^i(\xi^i, \eta^i)e_p^i, \quad \frac{\partial \mathbf{r}^i}{\partial z^i}(\xi^i, \eta^i) = \mathbf{S}_m^i(\xi^i, \eta^i)e_g^i,$$

(3.27)

where $\xi^i$ and $\eta^i$ refer to $i^{th}$ element’s natural coordinates in the parametric space, $\mathbf{S}_m^i = \begin{bmatrix} S_1^i & S_2^i & S_3^i & S_4^i \end{bmatrix}$ is a bilinear shape function matrix, $e_p^{ij} = \mathbf{r}^{ij}$ is the position vector of $j^{th}$ node of the element $i$, and $e_g^{ij} = \frac{\partial \mathbf{r}^{ij}}{\partial z^i}$ is the position vector gradient of node $j$ of element $i$, and $\mathbf{I}$ is the $3 \times 3$ identity matrix. The bilinear shape functions of the ANCF shell element are given by the following expressions

$$S_1^i = \frac{1}{4}(1 - \xi^i)(1 - \eta^i), \quad S_2^i = \frac{1}{4}(1 + \xi^i)(1 - \eta^i),$$

$$S_3^i = \frac{1}{4}(1 + \xi^i)(1 + \eta^i), \quad S_4^i = \frac{1}{4}(1 - \xi^i)(1 + \eta^i).$$

The position of an arbitrary point in the $i^{th}$ element may be described as

$$\mathbf{r}^i(\xi^i, \eta^i, z^i) = \mathbf{S}^i(\xi^i, \eta^i, z^i)e^i,$$

(3.28)
where $S = [S_m z^1 S_m]_{3 \times 24}$ is the combined shape function matrix, and $e = [(e_{ip})^T (e_{ij})^T]_{T \times 24}$ is the coordinates of the $i^{th}$ element grouped together. Eq. 3.28 allows for interpolating points along the element thickness by incorporating the element natural coordinate $z^i$. The Green-Lagrange strain tensor, which is expressed as follows,

$$E^i = \frac{1}{2} \left( (F^i)^T F^i - I \right),$$

is used to obtain the strains, where $F^i$ is the deformation gradient matrix defined as the Jacobian of the current configuration over the reference configuration, which is expressed as

$$F^i = \frac{\partial r^i}{\partial X^i} = \frac{\partial r^i}{\partial x^i} \left( \frac{\partial X^i}{\partial x^i} \right)^{-1} = \bar{J}^i (J^i)^{-1},$$

where $\frac{\partial r^i}{\partial x^i} = \bar{J}^i$, and $\frac{\partial X^i}{\partial x^i} = J^i$. Incorporating 3.30, in 3.29 results in

$$E^i = (J^i)^{-T} \bar{E}^i (J^i)^{-1},$$

where $\bar{E}^i$ the covariant strain tensor defined via:

$$\bar{E}^i = \frac{1}{2} \left( (\bar{J}^i)^T \bar{J}^i - (J^i)^T J^i \right)$$

and can be re-expressed in a vector form as follows:

$$\bar{e}^i = \left[ \bar{e}_{xx}^i \bar{e}_{yy}^i \bar{e}_{xy}^i \bar{e}_{zz}^i \bar{e}_{xz}^i \bar{e}_{yz}^i \right]^T$$

The engineering strain vector can be expressed in terms of the covariant strain vector as follows:

$$e^i = (T^i)^{-T} \bar{e}^i,$$
where the engineering strain vector in the deformed configuration is defined via

\[
\mathbf{\varepsilon}^i = \begin{bmatrix} \varepsilon_{xx}^i & \varepsilon_{yy}^i & \gamma_{xy}^i & \varepsilon_{zz}^i & \gamma_{xz}^i & \gamma_{yz}^i \end{bmatrix}^T.
\]  

(3.35)

Above, the constant transformation matrix (note that \(J^i\) only depends on the initial and reference configuration).

\[
T^i = \begin{bmatrix}
(J_{11}^1)^2 & (J_{12}^1)^2 & 2J_{11}^1J_{12}^1 & (J_{13}^1)^2 & 2J_{11}^1J_{13}^1 & 2J_{12}^1J_{13}^1 \\
(J_{21}^1)^2 & (J_{22}^1)^2 & 2J_{21}^1J_{22}^1 & (J_{23}^1)^2 & 2J_{21}^1J_{23}^1 & 2J_{22}^1J_{23}^1 \\
J_{11}^1J_{21}^1 & J_{12}^1J_{22}^1 & J_{11}^1J_{22}^1 + J_{12}^1J_{21}^1 & J_{13}^1J_{23}^1 & J_{11}^1J_{23}^1 + J_{13}^1J_{21}^1 & J_{12}^1J_{23}^1 + J_{13}^1J_{22}^1 \\
(J_{31}^1)^2 & (J_{32}^1)^2 & 2J_{31}^1J_{32}^1 & (J_{33}^1)^2 & 2J_{31}^1J_{33}^1 & 2J_{32}^1J_{33}^1 \\
J_{11}^1J_{31}^1 & J_{12}^1J_{32}^1 & J_{11}^1J_{32}^1 + J_{12}^1J_{31}^1 & J_{13}^1J_{33}^1 & J_{11}^1J_{33}^1 + J_{13}^1J_{31}^1 & J_{12}^1J_{33}^1 + J_{13}^1J_{32}^1 \\
J_{21}^1J_{31}^1 & J_{22}^1J_{32}^1 & J_{21}^1J_{32}^1 + J_{22}^1J_{31}^1 & J_{23}^1J_{33}^1 & J_{21}^1J_{33}^1 + J_{23}^1J_{31}^1 & J_{22}^1J_{33}^1 + J_{23}^1J_{32}^1
\end{bmatrix}.
\]  

(3.36)

The elastic internal forces are obtained by integration over the element volume using Gaussian quadrature as follows

\[
Q_e^i = \int_{V_0^i} \left( \frac{\partial \mathbf{\varepsilon}^i}{\partial \mathbf{e}^i} \right)^T \mathbf{\sigma}^i dV_0^i,
\]  

(3.37)

where \(\mathbf{\sigma}^i\) is the vector of the second Piola-Kirchhoff stresses and \(dV_0^i\) is the infinitesimal volume at the reference configuration of the element \(i\).

In order to alleviate the locking of the element, two modifications are performed on the strain’s field of the element. The bilinear quadrilateral ANCF shell elements suffer from the in-plane shear/normal and transverse shear lockings, which can be eliminated using the ANS approach. Moreover, the use of position vector transverse gradient in this element causes thickness locking, which can be alleviated using the EAS approach. More details about the aforementioned approaches were provided in [77].
Matters are composed of discrete objects such as molecules, yet studying macroscopic systems down to the discrete particles is challenging. For analytic purposes, it can be assumed that matters distributed *continuously* in many cases. Continuum mechanics is the study of systems with such an assumption. This allows for studying the motion of macroscopic systems from fluids to solids without the need to model discrete underlying objects. The objective of the following section is to describe the fundamental principles of continua to the extent relevant in this manuscript.

**Definitions**

Throughout section §4, the following conventions are used to denote the quantities associated with continua. *Scalar* (zero-rank tensor) variables are denoted by lower or upper case light face Latin and Greek letters, e.g., $\rho$ and $\phi$. Boldface lower case Latin letters, e.g. $\mathbf{u}$, are used to denote *vectors* (first-order tensor) quantities. Boldface upper case Latin letters as well boldface lower case Greek letters, e.g. $\mathbf{E}$, and $\mathbf{\sigma}$, are used for *tensor* (second-order tensors) variables. Lastly, it is assumed that the problem is 3D and scalars, vectors, and tensors are comprised of 1, 3, and 9 elements, respectively.

### 4.1 Conservation Principles in Continua

Conservation principles is an important aspect of continua as it allows studying the conserved variables such as mass, momentum, energy, and so forth.

In a given *control volume* ($V$) of a continuum surrounded by the control surface ($S$), illustrated in Fig. 4.1, a conserved value $\phi$ behaves such that:
Figure 4.1: The control volume $V$ bounded by the control surface $S$. At every point on the control surface the vector $n$ is pointing outward, and the $f$ is the flux of a property that enter or exit the control volume.

The rate of change of $C$ in the control volume $V$ is the rate at which the $C$ enters or leave the domain through the control surface $S$ plus the rate of generation or dissipation of $C$ inside the control volume $V$.

\[
\frac{\partial}{\partial t} \int_V \phi(x,t) \, dx = - \int_S f(x,t) \cdot n \, ds + \int_V s(x,t) \, dx.
\]
which is the integral form of conservation law. After applying the divergence theorem

$$\int_S f \cdot n \, ds = \int_V (\nabla \cdot f) \, dx; \quad (4.4)$$

and assuming that the functions $\phi(x,t)$ and $f(x,t)$ are differentiable and the divergence theorem holds, the differential form of the conservation law is obtained as follows,

$$\frac{\partial \phi(x,t)}{\partial t} + \nabla \cdot f(x,t) - s(x,t) = 0. \quad (4.5)$$

The flux of $\phi$ comes from advection and diffusion of $\phi$ as follows:

$$f(x,t) = u(x,t) \phi(x,t) - D(x,t) \nabla \phi(x,t), \quad (4.6)$$

where $D$ is the diffusion matrix. Substituting the flux in Eq. 4.5 and dropping the space and time dependency for simplicity, the following general form of conservation law is obtained:

$$\frac{\partial \phi}{\partial t} + \nabla \cdot (u \phi - D \nabla \phi) - s = 0. \quad (4.7)$$

### 4.1.1 Mass Conservation

Assume that $c = 1$, i.e. $C$ is a scalar specifying the concentration of mass, and the integral in Eq. 4.2 is the physical mass of the control volume. Substituting the $\phi = \rho c = \rho$ in Eq. 4.5 and assuming the advective flux vector of $f = u \phi = \rho u$ and no mass source ($s = 0$) leads to the generic forms of the continuity equation:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0, \quad (4.8a)$$

$$\frac{\partial \rho}{\partial t} + u \cdot \nabla \rho + \rho \nabla \cdot u = 0, \quad (4.8b)$$

$$\frac{D\rho}{Dt} + \rho \nabla \cdot u = 0. \quad (4.8c)$$
The last equation is derived after incorporating the material derivative,

\[ \frac{D(\cdot)}{Dt} = \frac{\partial(\cdot)}{\partial t} + \mathbf{u} \cdot \nabla (\cdot). \tag{4.9} \]

Incompressible flow assumption \((D\rho/Dt = 0)\) may further simplify the mass conservation equations Eqs. 4.8 to:

\[ \nabla \cdot \mathbf{u} = 0. \tag{4.10} \]

### 4.1.2 Momentum Conservation

The conservation of momentum, also called Navier-Stokes equations, can be derived assuming that \(c = \mathbf{u} \) and \(\phi = \rho c = \rho \mathbf{u}\), i.e. \(C\) is a vector specifying the momentum concentration. The flux tensor can be written as the sum of advective and stress flux, i.e.

\[
\mathbf{f} = \mathbf{u}(x, t)\phi(x, t) - \sigma(x, t) = \rho \mathbf{u} \mathbf{u} - \sigma
\]

\[
= \rho \begin{bmatrix}
  u_1 u_1 & u_1 u_2 & u_1 u_3 \\
  u_2 u_1 & u_2 u_2 & u_2 u_3 \\
  u_3 u_1 & u_3 u_2 & u_3 u_3
\end{bmatrix}
+ \begin{bmatrix}
  \sigma_{11} & \sigma_{12} & \sigma_{13} \\
  \sigma_{21} & \sigma_{22} & \sigma_{23} \\
  \sigma_{31} & \sigma_{32} & \sigma_{33}
\end{bmatrix},
\tag{4.11}
\]

where \(\mathbf{u} \mathbf{u}\) is a tensor results from the dyadic product of \(\mathbf{u}\) by itself, and \(\sigma(x, t)\) is the stress flux. Substituting the flux tensor of Eq. 4.11 in Eq. 4.5 results in the conservative Cauchy equations as follows

\[
\frac{\partial(\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u} - \sigma) - s = 0,
\tag{4.12}
\]

Further simplifications to the advective flux is possible assuming an incompressible flow. After incorporating the mass conservation \(\nabla \cdot \mathbf{u} = 0\) and using the following identity

\[
\nabla \cdot (\mathbf{u} \phi) = \mathbf{u} \cdot \nabla \phi + \phi \nabla \cdot \mathbf{u},
\tag{4.13}
\]
with $\phi = \rho u$ the second term can be simplified to

$$\nabla \cdot (\rho uu) = u \cdot \nabla (\rho u) + \rho u (\nabla \cdot u) = u \cdot \nabla (\rho u),$$

(4.14)

which subsequently can be used in conjunction with 4.9 to express the Cauchy equation in Lagrangian form as follows:

$$\frac{D(\rho u)}{Dt} - \nabla \cdot \sigma - s = 0.$$  

(4.15)

Note that Eq. 4.14 simplifies the equations for a divergence-free velocity field. However, if the initial velocity field is not divergence-free, there will be error associated with ignoring this term at the initial time step.

Eqs. 4.12 and 4.15 are respectively Eulerian and Lagrangian momentum transport in any continuum. Further simplification requires more information about the nature of the continuum of interest. Conventionally in fluids and many other incompressible continua, $\sigma$ can be decomposed into a volumetric (hydrostatic) part and a traceless deviatoric part, as follows:

$$\sigma = \sigma^{\text{dev}} + \sigma^{\text{vol}},$$

(4.16)

$$tr(\sigma^{\text{vol}}) = tr(\sigma) = \sigma_{11} + \sigma_{22} + \sigma_{33},$$

(4.17)

$$tr(\sigma^{\text{dev}}) = 0.$$  

(4.18)

where $tr()$ indicates sum of the diagonal elements of a tensor. Defining

$$p = -\left(\sigma_{11} + \sigma_{22} + \sigma_{33}\right)/3,$$

(4.19)

to be the mechanical pressure, the volumetric and the deviatoric parts of the stress tensor
may be written as follows:

\[ \sigma^{vol} = \left( \frac{\sigma \cdot I}{3} \right) I = \left( \frac{\sigma_{11} + \sigma_{22} + \sigma_{33}}{3} \right) I = -p \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad (4.20) \]

\[ \sigma^{dev} = \sigma - \left( \frac{\sigma \cdot I}{3} \right) I = \begin{bmatrix} \sigma_{11} & \sigma_{12} & \sigma_{13} \\ \sigma_{21} & \sigma_{22} & \sigma_{23} \\ \sigma_{31} & \sigma_{32} & \sigma_{33} \end{bmatrix} + \begin{bmatrix} p & 0 & 0 \\ 0 & p & 0 \\ 0 & 0 & p \end{bmatrix}. \quad (4.21) \]

Ultimately, substituting the flux of Eq. 4.11 and stress decomposition of Eqs. 4.16, 4.20 and 4.21 into Eq. 4.5 leads to:

\[ \frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u} - \sigma^{vol} - \sigma^{dev}) - \mathbf{f}_b = 0, \quad (4.22) \]

where \( \mathbf{f}_b \) is the body force that acts as the source term \( \mathbf{s} \) seen in 4.5. According to

\[ \nabla \cdot (-\sigma^{vol}) = \nabla \cdot (p I) = \nabla p, \quad (4.23) \]

the momentum conservation for Eulerian frameworks becomes:

\[ \frac{\partial (\rho \mathbf{u})}{\partial t} + \mathbf{u} \cdot \nabla (\rho \mathbf{u}) + \nabla p - \nabla \cdot \sigma^{dev} - \mathbf{f}_b = 0. \quad (4.24) \]

After applying the material derivative (Eq. 4.9), the Lagrangian form of the momentum equation is obtained as follows:

\[ \frac{D(\rho \mathbf{u})}{Dt} + \nabla p - \nabla \cdot \sigma^{dev} - \mathbf{f}_b = 0. \quad (4.25) \]
4.2 Material Modeling

The momentum balance equations described in Eqs. 4.24 and 4.25 express fewer equations than unknowns \((p, u, \sigma)\) for a general continuum. Hence, material behavior may be used to introduce more equations for closure. In the following section, constitutive equations required for modeling the \(\nabla \cdot \sigma^{\text{dev}}\) term for the continua of interest in this work are presented.

4.2.1 Newtonian Model

For Newtonian fluids, the deviatoric part of the stress tensor is related to the shear rate, through \(\sigma^{\text{dev}} = 2\mu E\), where \(\mu\) is a constant representing the dynamic viscosity of the fluid and deformation-rate tensor \(E\) is obtained from the velocity gradient tensor as follows,

\[
E = \frac{1}{2}(\nabla u + \nabla u^T). \tag{4.26}
\]

Above note that \(E\) is half of the strain-rate tensor, \((\nabla u + \nabla u^T)\). Given that \(\nabla \cdot u = 0\) for incompressible flows, the term \(\nabla \cdot \sigma^{\text{dev}}\) may be simplified using the incompressible flow assumption as follows:

\[
\nabla \cdot \sigma^{\text{dev}} = \nabla \cdot (\mu(\nabla u + \nabla u^T))
= \mu \nabla \cdot (\nabla u) + \mu \nabla (\nabla \cdot u)
= \mu \nabla^2 u, \tag{4.27}
\]

where

\[
\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}. \tag{4.28}
\]
is the Laplacian operator. Above, note that divergence of a second-order tensor \( S \) is defined via \( \nabla \cdot \sigma = \sigma_{k,i} e_k \) as follows:

\[
\nabla \cdot S = \left[ \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right] \cdot \begin{bmatrix} S_{11} & S_{12} & S_{13} \\ S_{21} & S_{22} & S_{23} \\ S_{31} & S_{32} & S_{33} \end{bmatrix} = \begin{bmatrix} \frac{\partial S_{11}}{\partial x} + \frac{\partial S_{12}}{\partial y} + \frac{\partial S_{13}}{\partial z} \\ \frac{\partial S_{21}}{\partial x} + \frac{\partial S_{22}}{\partial y} + \frac{\partial S_{23}}{\partial z} \\ \frac{\partial S_{31}}{\partial x} + \frac{\partial S_{32}}{\partial y} + \frac{\partial S_{33}}{\partial z} \end{bmatrix}.
\]  

(4.29)

Furthermore, given that \( \nabla u = \nabla(u_i e_i) = (u_i e_i)_j e_j = u_{i,j} e_i e_j \), the velocity gradient tensor and its transpose are defined as follows

\[
\nabla u = \nabla \begin{bmatrix} u_1 \\ u_2 \\ u_3 \end{bmatrix} = \begin{bmatrix} \frac{\partial u_1}{\partial x} & \frac{\partial u_1}{\partial y} & \frac{\partial u_1}{\partial z} \\ \frac{\partial u_2}{\partial x} & \frac{\partial u_2}{\partial y} & \frac{\partial u_2}{\partial z} \\ \frac{\partial u_3}{\partial x} & \frac{\partial u_3}{\partial y} & \frac{\partial u_3}{\partial z} \end{bmatrix}, \quad (4.30)
\]

\[
\nabla u^T = \begin{bmatrix} \frac{\partial u_1}{\partial x} & \frac{\partial u_2}{\partial x} & \frac{\partial u_3}{\partial x} \\ \frac{\partial u_1}{\partial y} & \frac{\partial u_2}{\partial y} & \frac{\partial u_3}{\partial y} \\ \frac{\partial u_1}{\partial z} & \frac{\partial u_2}{\partial z} & \frac{\partial u_3}{\partial z} \end{bmatrix}. \quad (4.31)
\]

The final form of the momentum conservation described in Eqs. 4.24-4.25 under incompressible flow assumption and Newtonian fluid model is then:

\[
\frac{\partial \rho u}{\partial t} + u \cdot \nabla (\rho u) + \nabla p - \mu \nabla^2 u - f_b = 0, \quad (4.32a)
\]

\[
\frac{D(\rho u)}{Dt} + \nabla p - \mu \nabla^2 u - f_b = 0, \quad (4.32b)
\]

where Eq. 4.32a is used in Eulerian frameworks and Eq. 4.32b is the Lagrangian counterpart.
obtained after condensing the first two terms of Eq. 4.32a via the material derivative relation (Eq. 4.9).

The adimensionalized Navier-Stokes equations may be written as follows:

\[
\frac{Du}{dt} = -Eu \frac{\nabla p}{\rho} + \frac{1}{Re} \nabla^2 u + \frac{1}{Fr^2} f^b, \tag{4.33}
\]

where the Euler number, \( Eu = \frac{p_0}{\rho u_0^2} \), is the ratio of the pressure to inertia forces (or static pressure to dynamic pressure). The Reynolds number, \( Re = \frac{\rho u_0 L_0}{\mu} \), may be seen as the ratio of inertia to viscous forces. Finally, the Froude number, \( Fr = \frac{U_0}{\sqrt{g_0 L_0}} \), may be seen as the ratio of the inertia to body forces. From the inviscid fluid assumption made in this paper, \( \mu = 0 \), the \( \frac{1}{Re} \nabla^2 u \) term drops out of the equations and the momentum balance is the interplay of inertia, pressure and gravity/body force. In other words, the equations come down to the conservative Euler equations, where the relative significance of different terms are characterized by the magnitude \( Fr \) and \( Eu \) numbers.

### 4.2.2 Non-Newtonian Model

Contrary to Newtonian fluids where the viscosity is a constant, in non-Newtonian fluid models it depends on parameters such as yield stress, shear-rate, and so forth. Many models have been propose to capture shear thinning, shear-thickening, and yield stress. Amongst all the possible fluid models, the Herschel-Bulkley fluid is employed in the present work. Defining the shear stress and shear strain-rate from their underlying tensors, respectively according to

\[
\tau = \sqrt{2\sigma_{ij}^{\text{dev}} : \sigma_{ij}^{\text{dev}}} \tag{4.34}
\]

\[
\dot{\gamma} = \sqrt{2E_{ij} : E_{ij}}, \tag{4.35}
\]
the Herschel-Bulkley model describe the stress-strain relation via

\[ \tau = \tau_0 + k\dot{\gamma}^n, \]  

(4.36)

where \( k > 0 \) is a consistency index, and \( n \) is the flow index. Herschel-Bulkley model is a general model in that it allows modeling various fluid behaviors using a combination of \( n \), and \( k \) as illustrated in Fig. 4.2. This includes shear thickening (dilatant), shear thinning (pseudoplastic), and Bingham plastic models.

![Figure 4.2: Stress/strain-rate relationship for different flow index and consistency parameters in Herschel-Bulkley model [1].](image)

Subsequently, an apparent (effective) space-dependent viscosity satisfying \( \tau = \mu_{\text{eff}}\dot{\gamma} \) and Eq. 4.36 may be defined [78] as

\[ \mu_{\text{eff}} = \frac{\tau_0}{\dot{\gamma}} + k\dot{\gamma}^{n-1}. \]  

(4.37)

Finally, the deviatoric stress in the momentum balance is written as \( \sigma^{\text{dev}} = 2\mu_{\text{eff}}E \), where \( E \) is defined in Eq. 4.26. Given the incompressible flow assumption the \( \nabla \cdot \sigma^{\text{dev}} \) term in Eqs. 4.24-4.25 is written as follows:

\[ \nabla \cdot \sigma^{\text{dev}} = \nabla \cdot \left( \mu_{\text{eff}}(\nabla u + \nabla u^T) \right) \]
\[ \mu_{\text{eff}} \nabla \cdot (\nabla \mathbf{u}) + \mathbf{u} \cdot \nabla (\mu_{\text{eff}} \nabla \mathbf{u}) + \mu_{\text{eff}} \nabla \cdot (\nabla \mathbf{u}) + \nabla \mu_{\text{eff}} \cdot \nabla \mathbf{u}^T \]
\[ \mu_{\text{eff}} \nabla^2 \mathbf{u} + \nabla \mu_{\text{eff}} \cdot (\nabla \mathbf{u} + \nabla \mathbf{u}^T). \] (4.38)

The final form of the momentum balance for non-Newtonian fluids in Eulerian and Lagrangian frameworks respectively is as follows:

\[ \frac{\partial \rho \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla (\rho \mathbf{u}) + \nabla \mathbf{p} - \mu_{\text{eff}} \nabla^2 \mathbf{u} - \nabla \mu_{\text{eff}} \cdot (\nabla \mathbf{u} + \nabla \mathbf{u}^T) - \mathbf{f}_b = 0, \] (4.39a)

\[ \frac{D(\rho \mathbf{u})}{Dt} + \nabla \mathbf{p} - \mu_{\text{eff}} \nabla^2 \mathbf{u} - \nabla \mu_{\text{eff}} \cdot (\nabla \mathbf{u} + \nabla \mathbf{u}^T) - \mathbf{f}_b = 0. \] (4.39b)

### 4.2.3 Granular Material

Proper continuum rheological models allows for applying Eqs. 4.24 and 4.25 to granular materials. Amongst those, the \( \mu(I) \) rheology [79] and the three-dimensional extension proposed in [67] have been applied successfully in many works. The non-local rheology proposed in [80] improves the rate-independent Drucker-Prager and Mohr-Coulomb model for dense and rapid granular flows.

In the present work, a rigid-plastic assumption is made. This assumption neglects the elastic response of the grains and approximates all flow as plastic flow. A similar strategy was employed in an Eulerian framework in [81]. Another fundamental assumption made herein is to neglect the small variation of the volume fraction observed in the dense regime and describe granular material as an incompressible fluid [67, 82]. Following the stress decomposition described in Eqs. 4.16, 4.19, 4.20, and 4.21, the deviatoric part of the stress tensor in the momentum balance Eq. 4.25 is written similar to the non-Newtonian fluid model described in §4.2.2 as

\[ \sigma^{\text{dev}} = 2\mu_{\text{eff}} \mathbf{E}, \] (4.40)

where \( \mathbf{E} \) is defined in Eq. 4.26. This assumption about the codirectionality of the stress
and strain-rate tensors neglects the presence of anisotropy that causes the eigenvectors of stress and strain-rate to misalign \[82\]. The effective viscosity of granular material has been described via

\[ \mu_{\text{eff}} = \frac{\mu_g p}{\dot{\gamma}}, \]

in many previous works \[67\], where \( \mu_g \) is used to denote the granular material friction coefficient, and \( \dot{\gamma} \) and \( p \) are defined from Eqs. 4.35 and 4.19, respectively. Subscript \( g \) is used to distinguish the friction coefficient in granular medium, \( \mu_g \), from the fluid viscosity \( \mu \).

The aforementioned description of the \( \mu_{\text{eff}} \) is a special variance of the non-Newtonian model described by Eq. 4.37,

\[ \mu_{\text{eff}} = \frac{\tau_0}{\dot{\gamma}} + k\dot{\gamma}^{n-1}, \]

for \( k = 0 \) and \( \tau_0 = \mu_g p \). The choice of \( \mu_g p \) for the yield stress \( \tau_0 \) stands to the following rational. Consider the mass-spring-damper system shown in Fig. 4.3. Writing the force balance for the system as

\[ m\ddot{x} = -kx - c\dot{x} - \mu_g F_n, \]

and dividing both sides by the contact area \( A \), it follows that:

\[
\begin{align*}
\frac{m}{A} \ddot{x} & = -\frac{k}{A} x - \frac{c}{A} \dot{x} - \frac{\mu_g F_n}{A}, \\
\frac{m}{A} \ddot{x} & = -\frac{k'}{A} x - \frac{c'}{A} \dot{x} - \mu_g p
\end{align*}
\]

Elasticity  Viscosity  Frictional contact
Figure 4.3: A mass-spring-damper system consisting of viscous, elastic, and frictional resistive forces.

Accordingly, the relationship between elastic, viscous and frictional stresses may be seen as follows. The viscous stress is related to rate of deformation ($c'\dot{x}$ and Eq. 4.40), while frictional contact causes a yield stress below which no motion happens. Hence, the choice of $\tau_0 = \mu_g p$ in Eq. 4.37 (see also Fig. 4.2) is justified. Thus, the continuum modeling of granular material is performed as a special case of non-Newtonian fluids.

4.3 Time Integration

In this section the main ideas behind the time integration of the continuum equations discussed in previous sections are described. The time-integration discussed herein are not tied to the choice of space discretization and are common among various Eulerian and Lagrangian CFD solvers. These integration schemes are employed in the I2SPH method that will be described in section §4.4.3.

4.3.1 Projection Method

This algorithm is based on the Helmholtz-Hodge decomposition, which states that any vector field $\mathbf{u}$ may be decomposed into a solenoidal ($\mathbf{u}_{\text{sol}}$) and an irrotational ($\mathbf{u}_{\text{irrot}}$) part as follows:

$$\mathbf{u} = \mathbf{u}_{\text{irrot}} + \mathbf{u}_{\text{sol}}, \quad (4.44)$$
where the solenoidal part is divergent-free ($\nabla \cdot u_{\text{sol}} = 0$). The irrotational part is curl-free ($\nabla \times u_{\text{irrot}} = 0$) and can be written as the gradient of a potential/scalar field ($u_{\text{irrot}} = \nabla \phi$). The irrotational part is a conservative vector field, and the line integral of this field is path-independent. By taking divergence of $u$ and using the divergent-free property of $u_{\text{sol}}$, it can be seen that

$$\nabla \cdot u = \nabla \cdot u_{\text{irrot}} = \nabla^2 \phi,$$

(4.45)

and given that $u$ is known, the Poisson equation 4.45 can be solved for $\phi$ which finally results in $u_{\text{sol}} = u - u_{\text{irrot}} = u - \nabla \phi$.

In a similar fashion, we can decompose the force field per unit mass ($\frac{Du}{Dt}$) of Equation 4.32b into a solenoidal field ($\nu \nabla^2 u + f_b$) and an irrotational field ($-\frac{1}{\rho} \nabla p$). The semi-discrete form (discretized only in time) of Eq. 4.32b is written as follows:

$$ \frac{(u^{n+1} - u^n)}{\Delta t} = \underbrace{\frac{(u^{n+1} - u^*)}{\Delta t}}_{\text{solenoidal contribution}} + \underbrace{\frac{(u^* - u)}{\Delta t}}_{\text{irrotational contribution}} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 u^n + g. \quad (4.46)$$

### 4.3.2 Non-Incremental Projection Method

Based on the previous discussion the following decomposition is conducted:

$$ \frac{(u^* - u^n)}{\Delta t} = + \nu \nabla^2 u^n + g = f^n \quad x \in \Omega, \quad u^* = 0 \quad x \in \partial \Omega, \quad (4.47)$$

$$ \frac{(u^{n+1} - u^*)}{\Delta t} = -\frac{1}{\rho} \nabla p^{n+1} \quad x \in \Omega, \quad \nabla \cdot u^{n+1} = 0 \quad \in \partial \Omega. \quad (4.48)$$

Eq. 4.47 is the predictor step and it can be used to find the intermediate velocity $u^*$:

$$ u^* = f^n \Delta t + u^n. \quad (4.49)$$

Moreover, if pressure is known, Eq. 4.48 may be used to find $u^{n+1}$ as follows

$$ u^{n+1} = -\Delta t \frac{1}{\rho} \nabla p^{n+1} + u^*. \quad (4.50)$$
In order to obtain the pressure equation, using the approach led to Eq. 4.45, we take divergence of the Eq. 4.48 and obtain the Poisson equation for pressure.

$$\frac{\nabla \cdot u^{n+1} - \nabla \cdot u^*}{\Delta t} = -\frac{1}{\rho} \nabla^2 p^{n+1}. \quad (4.51)$$

Note that from continuity Eq. 4.8a with incompressible flow assumption $\frac{D\rho}{Dt} = 0$ we can write $\nabla \cdot u^{n+1} = 0$ and simplify Eq. 4.51 to

$$\frac{1}{\rho} \nabla^2 p^{n+1} = \frac{\nabla \cdot u^*}{\Delta t}, \quad \nabla p^{n+1} \cdot n|_{\partial \Omega} = 0. \quad (4.52)$$

Next, Eq. 4.50 is used to update the velocities. The algorithm described above, *velocity-based projection*, is usually preferred when the density variation is small and $\frac{D\rho}{Dt} = 0$ holds. For Lagrangian methods such as SPH, when working with free-surface flows, the *density-based projection* method is considered to be more accurate. In this method, the continuity equation is used to replace the velocity divergence term $\frac{\nabla \cdot u^*}{\Delta t}$ in Eq. 4.52. The semi-discrete continuity equation is as follows

$$\frac{\rho^* - \rho^n}{\Delta t} = -\rho^n \nabla \cdot u^*. \quad (4.53)$$

Using the right hand side of 4.53, one may write Eq. 4.52 as follows:

$$\frac{1}{\rho} \nabla^2 p^{n+1} = \frac{1}{\rho^n} \frac{\rho^* - \rho^n}{\Delta t^2}, \quad (4.54)$$

which takes into consideration the density variation as a source term in the Poisson equation.

Another important aspect of the discretization of Eq. 4.47 has to do with the treatment of the viscous forces. This discretization may be chosen to be explicit, implicit or semi-implicit in terms of $u^*$ as follows:

$$\frac{(u^* - u^n)}{\Delta t} = +\nu(\theta \nabla^2 u^* + (1 - \theta) \nabla^2 u^n) + g = f^n. \quad (4.55)$$
Eq. 4.55 corresponds to the fully-explicit scheme (E 4.47) for \( \theta = 0 \), and to fully-implicit scheme for \( \theta = 1 \). Crank-Nicolson discretization is obtained via \( \theta = 0.5 \).

### 4.3.3 Incremental Projection Method

The incremental projection method with the Crank-Nicolson correction applied to the prediction step is as follows:

\[
\frac{(u^* - u^n)}{\Delta t} = \frac{\nu}{2}(\nabla^2 u^* + \nabla^2 u^n) - \frac{1}{\rho} \nabla p + g = f^n, \tag{4.56}
\]

\[
\frac{(u^{n+1} - u^*)}{\Delta t} = -\frac{1}{\rho} (\nabla p^{n+1} - \nabla p^n) = -\frac{1}{\rho} (\nabla \phi), \tag{4.57}
\]

\[
\phi = p^{n+1} - p^n. \tag{4.58}
\]

Herein, the Poisson equation is solved for \( \phi \) instead of \( p^{n+1} \). On an Eulerian grid, the pressure correction is performed via \( p^{n+1} = p^n + \phi \), whereas in the Lagrangian methods the pressure correction is as follows:

\[
p^{n+1} = p^n + \phi + \nabla p^{n+1} \cdot (x^{n+1} - x^n). \tag{4.59}
\]

See [83, 84] for more details about the advantages of the incremental projection method over the non-incremental variation.

### 4.4 Space Discretization

Given the problems of interest in the present work, we choose to employ a Lagrangian discretization method for spatial discretization of the governing equations of continua (Eqs. 4.8 and 4.25). Amongst possible choices of the Lagrangian methods, we choose the Smoothed Particle Hydrodynamics method as it has been studied quite extensively in the literature for the Navier-Stokes equations.
4.4.1 Smoothed Particle Hydrodynamics

The SPH approximation of a function $f$ at location $r_i$ as \[ f(r_i) \approx \langle f \rangle_i = \sum_{j \in S(i)} \frac{m_j}{\rho_j} f(r_j) W_{ij}, \] (4.60)

where $\langle f \rangle_i$ indicates the SPH approximation of $f$ at the location of SPH particle, or marker, $i$; $S(i)$ represents the collection of SPH particles found in the support domain associated with particle $i$; $\rho_j$ is the density $\rho(r_j)$ at location $r_j$ of particle $j$; $m_j = \rho_j V_j$ and $V_j = (\sum_{k \in S(j)} W_{jk})^{-1}$ are the mass and volume associated with marker $j$, respectively; $W_{ij} \equiv W(|r_i - r_j|, h)$, where $|r|$ is the length of $r$. The kernel function $W$ can assume various expressions, e.g., a cubic spline kernel for 3D problems:

$$ W(|r|, h) = \frac{5}{14\pi h^3} \times \begin{cases} (2 - q)^3 - 4(1 - q)^3, & 0 \leq q < 1 \\ (2 - q)^3, & 1 \leq q < 2 \\ 0, & q \geq 2 \end{cases} $$

(4.61)

where, if the kernel function is located at the origin, $q \equiv |r|/h$. The radius of the support domain, $\kappa h$, is proportional to the characteristic length $h$ through the parameter $\kappa$, the latter commonly set to 2 for the cubic spline kernel as shown in Fig. 4.4.
Figure 4.4: 2D illustration of the kernel $W$. The radius of the support domain is defined as a multiple, $\kappa$, of the kernel’s characteristic length, $h$.

The standard SPH gradient and Laplacian approximations assume the following expressions, respectively [18]:

$$\nabla f(\mathbf{r}_i) \approx \langle \nabla f \rangle_i = \sum_{j \in S(i)} V_j (f_j - f_i) \nabla_i W_{ij}, \quad (4.62)$$

$$\nabla^2 f(\mathbf{r}_i) \approx \langle \nabla^2 f \rangle_i = 2 \sum_{j \in S(i)} V_j (e_{ij} \cdot \nabla_i W_{ij}) f_i - f_j \frac{|r_{ij}|}{r_{ij}}, \quad (4.63)$$

where $e_{ij} = \frac{\mathbf{r}_{ij}}{|\mathbf{r}_{ij}|}$ and $\nabla_i$ denotes differentiation in space with respect to the coordinates of SPH particle $i$, i.e.,

$$\nabla_i W_{ij} = \frac{\mathbf{r}_{ij}}{|\mathbf{r}_{ij}|} \frac{\partial W}{\partial q} \left|_{\mathbf{r}_{ij}} \right|_{i,j} = -\frac{15 r_{ij}}{14 \pi h^5 q} \times \begin{cases} 
(2 - q)^2 - 4(1 - q)^2, & 0 \leq q < 1 \\
(2 - q)^2, & 1 \leq q < 2 \\
0, & q \geq 2 
\end{cases} \quad (4.64)$$

Elaborating on the concept of convergence and accuracy, if a numerical discretization matches the first $m$ terms of the Taylor expansion of the solution, then the numerical approximation is said to be $(m + 1)^{th}$-order accurate and $C^m$ consistent. The standard SPH discretizations have $C^1$ consistency (exact approximation of linear functions) in the interior
of the domain provided a regular particle distribution is maintained. If the particle regularity is lost over time, the standard discretization is no longer $C^1$ consistent and corrections are required in order to maintain the consistency order. However, once the kernel function is altered to retain consistency, the SPH discretization will forfeit its symmetry attributes thus losing its conservation trait. Whereas conservative schemes are essential for the discretization of the pressure gradient term and pressure-driven flows, consistent schemes play a more important role in viscous flows. One side effect of using a consistent discretization is that it requires smaller kernel support [28, 29]. Reducing the support size and thus the number of neighbors is more critical in implicit solvers since linear system fill-in is dictated by the number of SPH particle neighbors. This is the rationale for using a consistent formulation for the implicit SPH method discussed herein, see §4.4.3, whenever handling an interior flow scenario.

The “consistent” discretization already defined for the conservative case in Eqs. 4.62 and 4.63 assumes the expression [25, 27]

\[
\nabla f(r_i) \approx \langle \nabla f \rangle_i = \sum_{j \in S(i)} V_j (f_j - f_i) G_i \nabla_i W_{ij}, \tag{4.65}
\]

\[
\nabla^2 f(r_i) \approx \langle \nabla^2 f \rangle_i = 2 \sum_{j \in S(i)} [L_i : (e_{ij} \otimes \nabla_i W_{ij})] \left( \frac{f_i - f_j}{|r_{ij}|} - e_{ij} \cdot \nabla f_i \right) V_j, \tag{4.66}
\]

where “$\otimes$” represents the dyadic product of the two vectors; “$:\cdot$” represents the double dot product of two matrices; and $G_i$ and $L_i$ are second-order, symmetric correction tensors. The $(m,n)$ element of the inverse of $G_i$ is expressed as [26, 27, 25]:

\[
(G_i^{-1})^{mn} = - \sum_j r_{ij}^m \nabla_{i,n} W_{ij} V_j. \tag{4.67}
\]

The $3 \times 3$ matrix $L_i$ is symmetric and has six unknowns obtained as the solution of a linear system [25]. The required six independent equations may be obtained by expanding the following equation for the upper/lower triangular elements of a $3 \times 3$ matrix, e.g. $m = 1, n =$
1, 2, 3, \( m = 2, n = 2, 3 \), and \( m = 3, n = 3 \).

\[
-\delta^{mn} = \sum_j (A_i^{kmn} e_{ij}^k + r_{ij}^m e_{ij}^n) (L_{ij}^{op} e_{ij}^p \nabla_{ij} W_{ij} V_j),
\]

(4.68)

where \( \delta^{mn} \) is the Kronecker symbol, and the elements of the third order tensor \( A_i \) are obtained as

\[
A_i^{kmn} = \sum_j r_{ij}^m r_{ij}^n G_{i}^{kq} \nabla_{i,q} W_{ij} V_j.
\]

(4.69)

A detailed account of obtaining the elements \( L_i \) is provided in [85].

The outcome of the SPH discretization steps described above can be conveniently represented in matrix form. To that end, at the beginning of a time step one computes and stores the discretization matrices \( A^G \) and \( A^L \) that arise from either the standard discretization Eqs. 4.62-4.63, or the consistent discretization of Eqs. 4.65-4.66. For instance, working with Eq. 4.63, \( \langle \nabla^2 f \rangle_i \) can be expressed as follows:

\[
\langle \nabla^2 f \rangle_i = A^L_i f,
\]

(4.70)

\[
f = \begin{bmatrix} f_1 & f_2 & \cdots & f_P \end{bmatrix}^T,
\]

(4.71)

\[
A^L_i = \begin{bmatrix} \cdots & 2 \sum_{j \in S(i)} V_j (e_{ij} \cdot \nabla_i W_{ij}) \frac{1}{|r_{ij}|} & \cdots & -2V_j (e_{ij} \cdot \nabla_i W_{ij}) \frac{1}{|r_{ij}|} & \cdots \end{bmatrix},
\]

(4.72)

where the subscript \( P \) denotes the number of SPH particles in the domain. Similarly, the gradient of a scalar field \( \langle \nabla f \rangle_i \) and divergence of a vector field \( \langle \nabla \cdot u \rangle_i \) may be computed from Eq. 4.62 as follows:

\[
\langle \nabla f \rangle_i = \begin{bmatrix} A_i^{Gx} \\ A_i^{Gy} \\ A_i^{Gz} \end{bmatrix} f,
\]

(4.73)

\[
\langle \nabla \cdot u \rangle_i = A_i^{Gx} u_x + A_i^{Gy} u_y + A_i^{Gz} u_z,
\]

(4.74)
\[
f = \begin{bmatrix} f_1, f_2, \cdots, f_P \end{bmatrix}^T, \quad (4.75)
\]
\[
u_x = \begin{bmatrix} (u_x)_1, (u_x)_2, \cdots, (u_x)_P \end{bmatrix}^T, \quad (4.76)
\]
\[
u_y = \begin{bmatrix} (u_y)_1, (u_y)_2, \cdots, (u_y)_P \end{bmatrix}^T, \quad (4.77)
\]
\[
u_z = \begin{bmatrix} (u_z)_1, (u_z)_2, \cdots, (u_z)_P \end{bmatrix}^T, \quad (4.78)
\]

where
\[
\begin{align*}
\mathbf{A}_{Gx}^i &= \begin{bmatrix} \cdots, -\sum_{j \in S(i)} V_j \nabla_{i,j_1} W_{ij}, \cdots, V_j \nabla_{i,j_d} W_{ij}, \cdots \end{bmatrix}, \quad (4.79) \\
\mathbf{A}_{gy}^i &= \begin{bmatrix} \cdots, -\sum_{j \in S(i)} V_j \nabla_{i,j_2} W_{ij}, \cdots, V_j \nabla_{i,j_d} W_{ij}, \cdots \end{bmatrix}, \quad (4.80) \\
\mathbf{A}_{gz}^i &= \begin{bmatrix} \cdots, -\sum_{j \in S(i)} V_j \nabla_{i,j_3} W_{ij}, \cdots, V_j \nabla_{i,j_d} W_{ij}, \cdots \end{bmatrix}, \quad (4.81) \\
\mathbf{A}_L^i &= \begin{bmatrix} \cdots, -\sum_{j \in S(i)} V_j \nabla_{i,j} W_{ij}, \cdots, V_j \nabla_{i,j} W_{ij}, \cdots \end{bmatrix}^{i \text{th element}}, \quad (4.82)
\end{align*}
\]

The same approach can be used to obtain the discretization matrices for the consistent discretization of Eqs. 4.65-4.66. The system level matrices \( \mathbf{A}_G^i \) and \( \mathbf{A}_L^i \) are obtained as
\[
\begin{align*}
\langle \nabla f \rangle^x &= \begin{bmatrix} \langle \nabla f \rangle^x_1 \\ \langle \nabla f \rangle^x_2 \\ \vdots \\ \langle \nabla f \rangle^x_P \end{bmatrix} = \mathbf{A}_G^x \mathbf{f}, \quad \langle \nabla f \rangle^y &= \begin{bmatrix} \langle \nabla f \rangle^y_1 \\ \langle \nabla f \rangle^y_2 \\ \vdots \\ \langle \nabla f \rangle^y_P \end{bmatrix} = \mathbf{A}_G^y \mathbf{f}, \quad \langle \nabla f \rangle^z &= \begin{bmatrix} \langle \nabla f \rangle^z_1 \\ \langle \nabla f \rangle^z_2 \\ \vdots \\ \langle \nabla f \rangle^z_P \end{bmatrix} = \mathbf{A}_G^z \mathbf{f}, \\
\langle \nabla \cdot \mathbf{u} \rangle &= \begin{bmatrix} \langle \nabla \cdot \mathbf{u} \rangle_1 \\ \langle \nabla \cdot \mathbf{u} \rangle_2 \\ \cdots \\ \langle \nabla \cdot \mathbf{u} \rangle_P \end{bmatrix}^T = \mathbf{A}_G^x \mathbf{u}_x + \mathbf{A}_G^y \mathbf{u}_y + \mathbf{A}_G^z \mathbf{u}_z, \quad (4.83)
\end{align*}
\]
\[
A^G_x = \begin{bmatrix} A_1^{Gx} \\ A_2^{Gx} \\ \vdots \\ A_P^{Gx} \end{bmatrix}, \quad A^G_y = \begin{bmatrix} A_1^{Gy} \\ A_2^{Gy} \\ \vdots \\ A_P^{Gy} \end{bmatrix}, \quad A^G_z = \begin{bmatrix} A_1^{Gz} \\ A_2^{Gz} \\ \vdots \\ A_P^{Gz} \end{bmatrix},
\]

\[
\langle \nabla^2 f \rangle = A^L f,
\]

\[
\langle \nabla^2 f \rangle = \begin{bmatrix} \langle \nabla^2 f \rangle_1, \langle \nabla^2 f \rangle_2, \cdots, \langle \nabla^2 f \rangle_P \end{bmatrix}^T,
\]

\[
A^L = \begin{bmatrix} A_1^L \\ A_2^L \\ \vdots \\ A_P^L \end{bmatrix}.
\]

This allows for the space discretization of the incompressible Navier-Stokes equations in the \(x\), \(y\), and \(z\) directions, per Eq. 4.32b,

\[
\begin{cases}
\frac{du_x}{dt} \approx -\frac{1}{\rho} A^{Gx} p + \nu A^L u_x + f_x^b \\
\frac{du_y}{dt} \approx -\frac{1}{\rho} A^{Gy} p + \nu A^L u_y + f_y^b \\
\frac{du_z}{dt} \approx -\frac{1}{\rho} A^{Gz} p + \nu A^L u_z + f_z^b
\end{cases}
\]

where

\[
p = \begin{bmatrix} p_1, \ p_2, \ \cdots, \ p_P \end{bmatrix}^T,
\]

is the vector of pressures and and \(u_x\), \(u_y\), and \(u_z\) were defined in Eq. 4.78.
4.4.1.1 Particle Shifting

The advection of SPH particles can lead to scenarios characterized by high particle disorder and/or regions with high particle depletion/plenitude. Maintaining the accuracy and stability of the SPH method under these circumstances requires mitigating measures, one being particle shifting. The latter calls for retiring a particle only to introduce it back in a consistent fashion, slightly away from the previous location and the streamlines in order to improve the uniformity of the SPH particle distribution. Particle shifting in conjunction with an ISPH-type implementation was used in [86] and subsequently reported to be effective in [28]. It has also been used in conjunction with a WCSPH-class implementation in [87]. The shifting vector is computed for particle \( i \) as

\[
\delta r_i = \beta r_0^2 u_{\text{max}} \Delta t \sum_{j \in S(i)} \frac{r_{ij}}{r_{ij}^3},
\]

where \( r_0 = \frac{1}{N_i} \sum_{j} r_{ij} \), \( u_{\text{max}} \) is the maximum velocity in the domain, \( \Delta t \) is the integration time step, and \( \beta \) is an adjustable dimensionless parameter determining the magnitude of the shifting vector. At the end of each time step the position of particle \( i \) is shifted by \( x_{i}^{\text{new}} = x_i + \delta r_i \). Accordingly, the field variable \( \rho_i \), \( p_i \), and \( v_i \) are updated as

\[
\begin{align*}
    p_i^{\text{new}} &= p_i + \nabla p_i \cdot \delta r_i, \\
    \rho_i^{\text{new}} &= \rho_i + \nabla \rho_i \cdot \delta r_i, \quad \text{and} \quad u_i^{\text{new}} &= u_i + \nabla u_i \cdot \delta r_i.
\end{align*}
\]

4.4.2 WCSPH

The cornerstone of WCSPH is its use of a state equation to obtain the pressure from density — at marker \( i \),

\[
p_i = (k|u|_{\text{max}})^2 \left( \frac{\rho_i}{\rho_0} - 1 \right) + p_0,
\]

where \( k|u|_{\text{max}} \) is a sound speed proxy; \( |u|_{\text{max}} \) is the magnitude of the maximum velocity in the domain; \( k = 10 \) is an empirical scaling factor; and \( \rho_0 \) and \( p_0 \) are reference values. The density update may be obtained from the time integration of the continuity equation Eq. 4.8.
using the space discretization of the velocity divergence from Eq. 4.84

\[ \frac{\rho^{n+1} - \rho^n}{\Delta t} = - \langle \rho^n \cdot (A^{G_x}u_x + A^{G_y}u_y + A^{G_z}u_z) \rangle, \quad (4.92) \]

where \( \rho^n \equiv \left[ \rho_0, \rho_1, \ldots, \rho_P \right]^T \) is the system level vector of markers’ density at the current time step, and \( c = \langle a \cdot b \rangle \) indicates the element-wise product of vector \( a \) and \( b \). The time integration used is of predictor-corrector type:

**predictor stage:**

\[
\begin{align*}
\bar{u}^{n+1/2} &= u^n + \frac{\Delta t}{2} a^n, \\
\bar{x}^{n+1/2} &= x^n + \frac{\Delta t}{2} u^n,
\end{align*}
\]

and

**corrector stage:**

\[
\begin{align*}
u^{n+1/2} &= u^n + \frac{\Delta t}{2} \bar{a}^{n+1/2}, \\
x^{n+1/2} &= x^n + \frac{\Delta t}{2} u^{n+1/2}.
\end{align*}
\]

Finally,

**update stage:**

\[
\begin{align*}
\bar{u}^{n+1} &= 2u^{n+1/2} - u^n, \\
\bar{x}^{n+1} &= 2x^{n+1/2} - x^n.
\end{align*}
\]

Above, \( a^n \) is the system-level vector of accelerations at time step \( n \); its components in the \( x, y, z \) directions are obtained from the space discretization of the Navier-Stokes as

\[
\begin{align*}
(a^x)^n &= -\frac{1}{\rho}(A^{G_x})^n p^n + \nu(A^{L})^n u_x^n + f_x^n, \\
(a^y)^n &= -\frac{1}{\rho}(A^{G_y})^n p^n + \nu(A^{L})^n u_y^n + f_y^n, \\
(a^z)^n &= -\frac{1}{\rho}(A^{G_z})^n p^n + \nu(A^{L})^n u_z^n + f_z^n.
\end{align*}
\]
Likewise, \( \bar{a}^{n+1/2} \) in the corrector stage is obtained using \( \bar{x}^{n+1/2}, \bar{u}^{n+1/2} \), and the associated discrete representation of the gradient and Laplacian operators, i.e. \( (\bar{A}^G)^{n+1/2} \) and \( (\bar{A}^L)^{n+1/2} \).

As far as the time step \( \Delta t \) is concerned, its size is constrained on numerical stability grounds by the following condition [88]:

\[
\Delta t \leq \min \left\{ \frac{h}{k|v|_{\text{max}}}, \frac{h^2}{\nu}, \frac{1}{2} \sqrt{\frac{h}{|f_b|}} \right\}.
\]

(4.93)

Above, the first term corresponds to the CFL condition and is the place where the “numerical stiffness” of the state equation in Eq. 4.91 comes into play. Specifically, the higher the \( k \) value, the lower the amount of allowed compressibility, and, at the same time, the smaller the time step. The second restriction in Eq. 4.93 appears due to the explicit treatment of the viscous term and restricts the time step by a factor that is inversely proportional to the viscosity – the higher the viscosity, the lower the time step. More importantly, the second restriction is also proportional to \( h^2 \), which significantly and adversely impacts the time step when a finer particle distribution is employed. The last restriction is due to the explicit treatment of the external (body) forces. Ultimately, these relatively stringent bounds on the time step \( \Delta t \) prompted the search for alternative SPH-based approaches; e.g., ISPH and KCSPH.

### 4.4.3 ISPH

ISPH alleviates the time step constraints hindering WCSPH at the price of solving a linear system of equations at each time step. It draws on the Helmholtz-Hodge decomposition and Chorin’s projection method [89] to integrate the continuity and the Navier-Stokes equation as:

\[
\text{prediction:} \quad \begin{cases} \frac{(u^* - u^n)}{\Delta t} = \frac{1}{2} \left( \nabla^2 u^* + \nabla^2 u^n \right) + f^b & x \in \Omega \\ u^* = 0 & x \in \partial\Omega \end{cases},
\]

(4.94)
Equation 4.94 is the predictor step used to find the intermediate velocity \( u^* \). Taking divergence of the Eq. 4.95, the Poisson equation for pressure may be obtained as follows:

\[
\frac{\nabla \cdot u^{n+1} - \nabla \cdot u^*}{\Delta t} = -\frac{1}{\rho} \nabla^2 p^{n+1}. \tag{4.96}
\]

The incompressible flow assumption, \( \nabla \cdot u^{n+1} = 0 \), can be used to simplify Eq. 4.96 to

\[
\begin{cases}
\frac{1}{\rho} \nabla^2 p^{n+1} = \frac{\nabla \cdot u^*}{\Delta t} \\
\nabla p^{n+1} \cdot n|_{\partial \Omega} = 0
\end{cases}. \tag{4.97}
\]

Once the above Poisson problem is solved for pressure, Eq. 4.95 may be used to find \( u^{n+1} \) as

\[
u^{n+1} = -\Delta t \frac{1}{\rho} \nabla p^{n+1} + u^*.
\]

The algorithm described above is known as the *velocity-based projection* version. However, when working with free-surface flows, it is beneficial to use a *density-based projection* method \cite{90} to account for the density variation experienced by the SPH particles in the proximity of the free surface. The continuity equation is then used to replace the velocity divergence term \( \nabla \cdot u^* \) in Eq. 4.97. The semi-discrete continuity equation corresponding to the prediction state is:

\[
\frac{\rho^* - \rho^n}{\Delta t} = -\rho^n \nabla \cdot u^*. \tag{4.98}
\]
Using the right hand side of Eq. 4.98, one may write Eq. 4.97 as

\[
\begin{cases}
\frac{1}{\rho} \nabla^2 p^{n+1} = - \frac{1}{\rho^n - \rho^*} \frac{1}{\Delta t^2} - \frac{1}{\rho^n} \Delta t^2 \\
\nabla p^{n+1} \cdot \mathbf{n}|_{\partial \Omega} = 0
\end{cases},
\]

which takes into consideration the density variation as a source term in the Poisson equation.

Following an approach similar to the one introduced in [90], we use a stabilization of the source term in the Poisson equation to linearly combine the right-hand sides of Eqs. 4.97 and 4.99:

\[
\begin{align*}
\text{Pressure equation:} & \quad \begin{cases}
\frac{1}{\rho} \nabla^2 p^{n+1} = \alpha \frac{1}{\rho^n - \rho^*} \frac{1}{\Delta t^2} + (1 - \alpha) \frac{\nabla \cdot \mathbf{u}^*}{\Delta t} \\
\nabla p^{n+1} \cdot \mathbf{n}|_{\partial \Omega} = 0
\end{cases} \\
\end{align*}
\]

This stabilization technique turned out to be critical in simulations where the difference between the density and the rest density (\(\rho_0\)) is large.

The above time-discretized equations may be combined with the space-discretization of Eqs. 4.83 and 4.86. The space-time discretized ISPH equations are as follows:

\[
\begin{align*}
\begin{cases}
\left( \frac{1}{\Delta t} - \frac{\nu}{2} \mathbf{A}^L \right) \mathbf{u}^*_x = \left( \frac{1}{\Delta t} + \frac{\nu}{2} \mathbf{A}^L \right) \mathbf{u}^n_x + f^b_x & \text{particles } \in \Omega \\
\left( \frac{1}{\Delta t} - \frac{\nu}{2} \mathbf{A}^L \right) \mathbf{u}^*_y = \left( \frac{1}{\Delta t} + \frac{\nu}{2} \mathbf{A}^L \right) \mathbf{u}^n_y + f^b_y & \text{particles } \in \Omega \\
\left( \frac{1}{\Delta t} - \frac{\nu}{2} \mathbf{A}^L \right) \mathbf{u}^*_z = \left( \frac{1}{\Delta t} + \frac{\nu}{2} \mathbf{A}^L \right) \mathbf{u}^n_z + f^b_z & \text{particles } \in \Omega \\
\mathbf{u}^* = 0 & \text{on } \partial \Omega
\end{cases},
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
\frac{1}{\rho} \mathbf{A}^L \mathbf{p}^{n+1} = \alpha \frac{1}{\rho^n} \mathbf{A}^G u^*_x + \mathbf{A}^G y u^*_y + \mathbf{A}^G z u^*_z \\
\nabla p^{n+1} \cdot \mathbf{n}|_{\partial \Omega} = 0
\end{cases}.
\end{align*}
\]
Several key observations pertaining to the ISPH method implemented are summarized as follows:

- The Crank-Nicolson discretization of the viscous term in Eq. 4.94 leads to a non-diagonal coefficient matrix \( \left( \frac{\Delta t}{1} I - \frac{\nu}{2} A^L \right) \) in Eq. 4.100. Had one chosen to treat the viscous term in Eq. 4.94 explicitly; i.e., \( \nu \nabla^2 u^n \) instead of \( \frac{\nu}{2}(\nabla^2 u^* + \nabla^2 u^n) \), the coefficient matrix of the linear system in Eq. 4.100 would have become \( \frac{1}{\Delta t} I \); i.e., a diagonal matrix. Yet this choice that makes the linear solve trivial, would constrain the time step \( \Delta t \) owing to the explicit treatment of the viscous term, which imposes the time-step restriction of \( \Delta t < 0.125 \frac{k^2}{\nu} \), see Eq. 4.93.

- The \( x \), \( y \), and \( z \) directions in Eq. 4.100 use the same coefficient matrix, which simplifies the implementation.

- A modification that proved particularly useful at small \( \Delta t \) pertains a scaling of the pressure by a factor \( \Delta t^2 \) in the Poisson equation, and by \( 1/\Delta t^2 \) in the correction step Eq. 4.102. In other words, we compute \( p\Delta t^2 \) when solving the Poisson equation, and subsequently scale the pressure in the correction step Eq. 4.102 by a factor of \( 1/\Delta t^2 \).

Finally, the pressure and viscous forces acting on a boundary marker \( a \) required for fluid-structure coupling can be obtained from the momentum balance equations as follows:

\[
F_a = m_a \frac{du_a}{dt} = m_a (\nu \nabla^2 u_a^{n+1} - \frac{1}{\rho} \nabla p_a^{n+1}).
\]
4.4.4 IISPH

In the IISPH method of choice [14], the continuity equation, Eq. 4.8, is discretized in time and space using forward Euler and the approximation in Eq. 4.62, respectively, to yield

\[
\frac{\rho_i(t + \Delta t) - \rho_i(t)}{\Delta t} = \sum_{j \in S(i)} m_j v_{ij}(t + \Delta t) \cdot \nabla W_{ij},
\]

(4.104)

where \(\Delta t\) is the time step. The Navier-Stokes equation, Eq. 4.32a, is discretized using Chorin’s two-step projection method [89]. First, an intermediate velocity, denoted below by \(v_{np}^{np}\), is obtained using the current state information to evaluate the velocities and the right-hand-side terms of Eq. 4.32b except the pressure gradient term \(\nabla p/\rho\). Finally, new velocities are obtained by correcting the intermediate velocity with pressure information at the new time step. In IISPH, the pressure at the new time step is obtained by solving a Poisson equation. The details are as follows. The solution methodology starts off by partitioning the forces in the right-hand-side of the momentum equations:

\[
m_i \frac{v_i(t_l + \Delta t) - v_i(t_l)}{\Delta t} = f_i^p(t_l + \Delta t) + f_i^{np}(t_l),
\]

(4.105)

where, in the light of Eq. 4.32a, \(f_i^p\) and \(f_i^{np}\) represent the pressure-related and non-pressure-related forces acting on particle \(i\), respectively. After simple manipulations,

\[
v_{i,l+1} = \left(v_{i,l} + \frac{f_{i,l}^{np}}{m_i} \Delta t\right) + \frac{f_{i,l+1}^p}{m_i} \Delta t = v_{i,l}^{np} + v_{i,l+1}^p,
\]

(4.106)

where \(v_{i,l}^{np} \equiv v_{i,l} + f_{i,l}^{np}/m_i \Delta t\) is the intermediate velocity, \(v_{i,l+1}^p \equiv f_{i,l+1}^p \Delta t/m_i\) is the velocity correction, and subscripts \(l\) and \(l + 1\) represent the discretized values at time \(t_l\) and \(t_l + \Delta t\), respectively.

Unlike the original Chorin projection method and other incompressible SPH solutions, which obtain the pressure equation by imposing the divergence-free velocity condition, i.e. \(\nabla \cdot \mathbf{v} = 0\), the pressure equation in IISPH is obtained by imposing \(d\rho/dt = 0\). The choice
of density-invariance condition leads to a more uniform particle distribution and a lower
density error whereas a divergence-free velocity condition results in a more accurate pressure
distribution [90]. Hence, in Eq. 4.104, the density is also divided into the pressure and
non-pressure parts. Subsequently, the intermediate density resulting from the intermediate
velocity \( v_{ij,l}^{np} \) is expressed as

\[
\rho_{ij,l}^{np} = \rho_{i,l} + \Delta t \sum_{j \in S(i)} m_j v_{ij,l}^{np} \nabla W_{ij}.
\]  

(4.107)

Subtracting the above equation from Eq. 4.104 yields

\[
\rho_{i,l+1} - \rho_{i,l}^{np} = \Delta t \sum_{j \in S(i)} m_j (v_{ij,l+1} - v_{ij,l}^{np}) \nabla W_{ij}.
\]  

(4.108)

Incompressibility is enforced by setting \( \rho_{i,l+1} = \rho_0 \). Using Eq. 4.106 and the definition of
\( v_{ij,l+1}^{p} \), the above equation, after further manipulations, yields the pressure equation that is
formulated at the location of each particle \( i \) as

\[
\rho_0 - \rho_{i,l}^{np} = \Delta t \sum_{j \in S(i)} m_j v_{ij,l+1}^{p} \nabla W_{ij} = \Delta t^2 \sum_{j \in S(i)} m_j \left( \frac{f_{i,l+1}^p}{m_i} - \frac{f_{j,l+1}^p}{m_j} \right) \nabla W_{ij},
\]  

(4.109)

where the conservative pressure forces may be obtained from [14]

\[
\frac{\Delta t^2}{m_i} f_{i,l+1}^p = - \Delta t^2 \sum_{j \in S(i)} m_j \left( \frac{p_{i,l+1}}{\rho_i^2} + \frac{p_{j,l+1}}{\rho_j^2} \right) \nabla W_{ij}
\]

\[
= \left( - \Delta t^2 \sum_{j \in S(i)} \frac{m_j}{\rho_j^2} \nabla W_{ij} \right) p_{i,l+1} + \sum_{j \in S(i)} \left( - \Delta t^2 \frac{m_j}{\rho_j^2} \nabla W_{ij} \right) p_{j,l+1}
\]

\[
= d_{ii} p_{i,l+1} + \sum_{j \in S(i)} d_{ij} p_{j,l+1},
\]  

(4.110)
and the viscous force from [63]

\[ f_{ij}^{np} = m_i \sum_{j \in S(i)} m_j \Pi_{ij} + f_b. \]  

(4.111)

Herein, \( f_b \) represents the body force density and \( \Pi_{ij} \equiv -\frac{(\mu_i + \mu_j)x_{ij} \nabla W_{ij}}{\overline{\rho}_{ij}^2 (x_{ij}^2 + \epsilon h_{ij})} \nabla W_{ij} \rho^2_{ij} (x_{ij}^2 + \epsilon h_{ij}) v_{ij,l}, \bar{h}_{ij} = (h_i + h_j)/2 \) and \( \bar{\rho}_{ij} = (\rho_i + \rho_j)/2 \). Finally, by substituting Eqs. 4.107 and 4.110 into Eq. 4.8, a linear system of equations, with pressure as the unknown, is obtained as follows:

\[
\rho_0 - \rho_{i,l}^{np} = \sum_{j \in S(i)} m_j \left( d_{ii} p_{i,l+1} + \sum_{t \in S(i)} d_{it} p_{t,l+1} + d_{jj} p_{j,l+1} + \sum_{k \in S(j), k \neq i} d_{jk} p_{j,l+1} \right) \cdot \nabla W_{ij}
\]

\[
= p_{i,l+1} \left( \sum_{j \in S(i)} m_j (d_{ii} - d_{ji}) \cdot \nabla W_{ij} \right)
\]

\[
+ \sum_{j \in S(i)} m_j \left( \sum_{t \in S(i)} d_{it} p_{t,l+1} + d_{jj} p_{j,l+1} + \sum_{k \in S(j), k \neq i} d_{jk} p_{j,l+1} \right) \cdot \nabla W_{ij}
\]

\[
= p_{i,l+1} a_{ii} + \sum_{t \in S(i)} p_{t,l+1} (d_{it} \cdot \sum_{j \in S(i)} m_j \nabla W_{ij})
\]

\[
+ \sum_{j \in S(i)} p_{j,l+1} m_j d_{jj} \cdot \nabla W_{ij} + \sum_{j \in S(i)} m_j \sum_{k \in S(j), k \neq i} d_{jk} p_{j,l+1} \cdot \nabla W_{ij}.
\]

(4.112)

Eq. 4.112 represents the pressure equation in the form of a linear system of equations, i.e. \( Ap = b \), where \( p = [p_1, p_2, p_3, \ldots, p_{N_f}]^T \), \( b = [\rho_0 - \rho_{1,l}^{np}, \rho_0 - \rho_{2,l}^{np}, \rho_0 - \rho_{3,l}^{np}, \ldots, \rho_0 - \rho_{N_f}^{np}]^T \), and \( N_f \) denotes the total number of SPH markers. Similarly, the elements of the sparse matrix \( A \) can be obtained from Eq. 4.112. Once the pressure values are available, Eqs. 4.106 and 4.110 are used to compute the velocity at the new time step \( t_{l+1} \); subsequently, positions are updated as \( x_{i,l+1} = x_{i,l} + \Delta t \ v_{i,l+1} \).

Unlike the weakly compressible SPH (WCSPH) algorithm invoked in the usual SPH solution [18], the methodology described does not use a state equation. The highly oscillatory
nature of the solution (induced by the state equation) and the use of explicit integration constrain WCSPH to small integration steps. Conveniently, the numerical method discussed avoids the introduction of high frequency oscillations, which are a numerical artifact, and can advance the solution at large integration time steps. Nevertheless, typical stability criteria still hold. Herein, an adaptive time-stepping scheme is considered in which the time step $\Delta t$ is constrained by the Courant-Friedrichs-Lewy (CFL) condition, i.e. $C = v\Delta t/h < C_{\text{max}}$, the magnitude of volumetric forces $|f_b|$, and the viscous dissipation [91, 92]:

$$
\Delta t \leq \min\left\{ \frac{C_{\text{max}} h}{v_{\text{max}}}, \ 0.25 \min_i \left( \frac{h}{|f_{\text{bi}}|} \right)^{\frac{3}{2}}, \ 0.125 \frac{h^2}{\nu} \right\},
$$

where subscript $i$ denotes the particle $i$ and $C_{\text{max}}$ depends on the integration scheme. In the present study, $C_{\text{max}} < 0.1$ was found to be sufficient for the stability of the numerical solution. The solution methodology is outlined in Algorithm 1.

4.4.5 KCSPH

KCSPH approaches are relatively new and unconventional. They draw on a thermodynamically consistent SPH discretization [93] that leads to an index 3 set of differential algebraic equations (see Section 3.1 describing the motion of the fluid markers. The SPH particles can be regarded as 3 degree-of-freedom point-masses constrained in their motion. Collectively, these kinematic constraints capture the incompressibility of the fluid and couple the relative motion of the SPH markers. Notably, the effect of these constraints comes into the momentum equations as well. Indeed, the Lagrange multiplier forcing term that arises from the compressibility constraint acts as the pressure gradient term in the momentum balance equations [93, 94, 95, 11].

The cornerstones of WCSPH and ISPH were, respectively, the use of a stiff state equation for recovering the pressure, and the use of a Poisson equation to produce a pressure field that enforces incompressibility. In KCSPH, the cornerstone is the use of holonomic kinematic constraints to enforce incompressibility; i.e., one demands that at the location of marker $i$
Algorithm 1 Fluid Dynamics via IISPH

1: for all particles $i$ do
2:   Compute $\rho_{i,l} = \sum_{j \in S(i)} m_j W_{ij}$
3: end for
4: Synchronize
5: for all particles $i$ do
6:   Calculate $\mathbf{v}^{np}_{i,l}$ and $d_{ii}$
7: end for
8: Synchronize
9: for all particles $i$ do
10:   Calculate $\rho_{i,l}^{np}$, $a_{ii}$, and $c_{ii} = \sum_{j \in S(i)} m_j \nabla W_{ij}$
11: end for
12: Synchronize
13: for all fluid particles $i$ do
14:   Set $A(i,i) = a_{ii}$
15:   if $\rho_{i,l} > 0.99 \rho_0$ then
16:     Set $b(i) = \rho_0 - \rho_{i,l}^{np}$
17:     for all particles $j \in S(i)$ do
18:       $A(i,j) = m_j (d_{ij} \cdot c_{ii} + d_{jj} \cdot \nabla W_{ij})$
19:     end for
20:     for all particles $k \in S(j)$ do
21:       $A(i,k) = m_j (d_{jk} \cdot \nabla W_{ij})$
22:     end for
23:   end if
24: end for
25: for all BCE particles $i$ do
26:   Compute the prescribed wall velocity ($\mathbf{v}_{i,w}$) and acceleration ($a_{i,w}$) at the position of marker $i$ from the motion of the associated deformable or rigid body. For rigid bodies they can be obtained from Eq. 3.7, and for deformable bodies from shape functions of Eqs. 3.23 and 3.2.2 along with the associated nodal generalized velocity and acceleration of the corresponding element.
27: The velocities of the BCE markers required for the no-slip conditions are obtained from Eq. 4.119
28: Set $\mathbf{v}_{dummy} = 0$, $\text{den} = 0$ and
29: for all fluid particles $j \in S(i)$ do
30:   Set $A(i,j) = -W_{ij} \mathbf{r}_{ij}$\
31:   Set $A(i,j) = -W_{ij}$ and $\mathbf{v}_{dummy} = \mathbf{v}_{j,w} W_{ij}$
32: end for
33: if $\text{den} < \epsilon$ then
34:   $v_i = 2v_{i,w}$
35:   $A(i,i) = a_{ii}$ and $b(i) = 0$
36: else
37:   $v_i = 2v_{i,w} - \mathbf{v}_{dummy} / \text{den}$
38: end if
39: Scale all the elements of row $i$ of $A$ and $b(i)$ by $a_{ii} / \text{den}$
40: end if
41: end for
42: Solve $A \mathbf{p} = \mathbf{b}$ using BiCGStab or GMRES
43: for all fluid particles $i$ do
44: Correct velocities from $\mathbf{v}_{i,l+1} = \mathbf{v}_{i,l}^{np} + \frac{f_{i,l+1}^p}{m_i} \Delta t$ via Eq. 4.110
45: Update the state by $\mathbf{x}_{i,l+1} = \mathbf{x}_{i,l} + \Delta t \mathbf{v}_{i,l+1}$
46: end for
the density assumes a reference value $\rho_0$:

$$C^f_i = \frac{\rho_i - \rho_0}{\rho_0} = 0. \quad (4.114)$$

If the time-derivative of the constraints in Eq. 4.114 is satisfied at the velocity level, i.e. $\dot{C}^f_i = d\rho/dt = 0$, the following will emerge after applying Eq. 4.60; i.e., invoking the SPH machinery:

$$\dot{C}^f_i = \frac{d}{dt} \left( \frac{\rho_i - \rho_0}{\rho_0} \right) = \frac{\sum_j m_j W_{ij}}{\rho_0} \frac{d\rho_i}{dt} = \frac{\sum_j m_j W_{ij}}{\rho_0} \frac{dx_{ij}}{dt} = \sum_j m_j \nabla W_{ij} \cdot (\mathbf{u}_i - \mathbf{u}_j) = - \sum_j m_j \nabla W_{ij} \cdot (\mathbf{u}_j - \mathbf{u}_i). \quad (4.115)$$

Above, if $\rho_j \approx \rho_0$, the last term mimics $-\nabla \cdot \mathbf{u}$, see Eq. 4.62. Elements in row $i$ of the constraint Jacobian matrix $\nabla q_i g(q, t) \equiv G$ (see Eq. 3.4) are associated with the constraint $g_i = \dot{C}^f_i = 0$. These entries in $G$ may be obtained via Eq. 4.115 as follows:

$$\dot{C}^f_i = \sum_j m_j \nabla W_{ij} \cdot \mathbf{u}_i - \sum_j m_j \nabla W_{ij} \cdot \mathbf{u}_j \Rightarrow G_{ii} = \frac{1}{\rho_0} \sum_{k \neq i} m_k \nabla W_{ik} \quad \text{and} \quad G_{ij} = - \frac{m_j}{\rho_0} \nabla W_{ij}. \quad (4.116)$$

Each density constraint on a marker contributes to a single row in the full Jacobian matrix which has $3P$ columns. This matrix is sparse and its rows have three values at the columns corresponding to the current marker $i$ and three values for each marker $j$ within the support domain of $i$. More specifically, for row $i$

$$G_i = \left[ \ldots, \frac{1}{\rho_0} \sum_{j \in S(i)} m_k \nabla W_{ik}^T, \ldots, -\frac{m_j}{\rho_0} \nabla W_{ij}^T, \ldots \right]_{1 \times 3P}. \quad (4.117)$$

It is informative to compare Eqs. 4.117 and 4.82 to underline similarities between the constraint Jacobian row $G_i$ and the discretized gradient operator $A^G_i$. Qualitatively, the
density constraint Jacobian matrix is similar to the discretized gradient operator – satisfying \( G \mathbf{u} = 0 \) is the analog of \( \nabla \mathbf{u} = A^{Gx} \mathbf{u}_x + A^{Gy} \mathbf{u}_y + A^{Gz} \mathbf{u}_z = 0 \) (see Eq. 4.74). This connection between \( G \) and \( A^G \) comes further into play when one considers how the pressure factors into the Newton-Euler equations of motion. Imposing the kinematic constraint \( \dot{\mathbf{C}} = G \dot{\mathbf{q}} = 0 \) leads to the presence of a Lagrange multiplier. The multipliers in Eq. 3.4 play a role similar to that of the pressures. This becomes clearer when the force term associated with the Lagrange multipliers in Eq. 3.4, i.e. \( (\nabla_q g(q, t))^T \Lambda \) is written as \( G^T \Lambda \), where the connection between the \( G \) matrix and the discretized gradient matrix \( A^G \) is considered. It follows that KCSPH replaces the pressure gradient term \( -\frac{1}{\rho} A^G \mathbf{p} \) in the space-discretized Navier-Stokes (Eq. 4.89) with \( G^T \Lambda \). Considering the resemblance of \( A^G \) and the \(-G\) matrices, we may conclude that the Lagrange multipliers scaled (element-wise) by the particles’ volume (\( \Lambda/V \)) is the mechanical pressure \( \mathbf{p} \) in the Navier-Stokes equations.

Up to this point, the KCSPH discussion focused exclusively on obtaining the SPH equations of motion in the form of Section 3.4’s differential-algebraic equations. In other words, the spatial discretization step has been accomplished. How to discretize and solve in time these differential-algebraic equations goes beyond the scope of this manuscript and the interested reader is referred to [11].

### 4.4.6 Boundary Conditions

Herein, imposing boundary conditions (BCs) falls back on the use of so-called *boundary conditions enforcing* (BCE) markers. These are fictitious markers, rigidly attached to the boundary in a buffer zone that runs several layers of BCE markers deep. These markers are used to enforce the no-slip and the no-penetration conditions, i.e., to satisfy the \( \mathbf{u}^* = 0 \) condition on the boundary. This condition is implemented differently in WCSPH, ISPH, and KCSPH.

In one widely used approach [96], the *expected* kinematic attributes of the markers, calculated from the motion of the solid phase at the location occupied by the markers, are
different from their assigned values. The latter are calculated such that the no-slip and no-penetration boundary conditions are implicitly enforced at the fluid-solid interface. The no-slip condition states that the velocity of the BCE markers should oppose the velocity of the fluid particles such that the average relative fluid-solid velocity at the interface is zero; i.e., the average velocity at the interface is the expected interface velocity. Herein, the induced velocity \( \tilde{u}_a \) at the position of marker \( a \) is computed from the velocity of the fluid markers as

\[
\tilde{u}_a = \frac{\sum_{b \in F} u_b W_{ab}}{\sum_{b \in F} W_{ab}},
\]

(4.118)

where \( F \) denotes a set of fluid markers that are within the compact support of the BCE marker \( a \). The no-slip condition holds if \( (\tilde{u}_a + u_a)/2 = u_p^a \); in other words the assigned velocity of marker \( a \) is [96]:

\[
u_a = 2u_p^a - \tilde{u}_a ,
\]

(4.119)

where \( u_p^a \) is the expected wall velocity at the position of the marker \( a \), and \( \tilde{u}_a \) is an extrapolation of the smoothed velocity field of the fluid phase to the BCE markers.

The pressure of a BCE marker may be calculated via a force balance condition at the wall interface, which leads to [96]

\[
p_a = \frac{\sum_{b \in F} p_b W_{ab} + (g - a_p^a) \cdot \sum_{b \in F} \rho_b r_{ab} W_{ab}}{\sum_{b \in F} W_{ab}},
\]

(4.120)

where \( g \) is the gravitational acceleration and \( a_p^a \) is the acceleration of the boundary/solid at the location of BCE marker \( a \).

This approach is fairly straightforward to implement in WCSPH – one can modify the velocity and pressure of the BCE markers according to Eqs. 4.119 and 4.120, respectively. In regard to the ISPH method, (i) the no-slip boundary condition is implemented in the linear system of Eq. 4.100; and, (ii) pressure boundary conditions should be incorporated into the
linear system in Eq. 4.102. In regard to (i), the modified row of the linear system associated with the boundary marker $a$ for the velocity equation Eq. 4.100 is

\[ A_a^v u_x = 2(u_a^p)_x \sum_{b \in F} W_{ab}, \quad A_a^v u_y = 2(u_a^p)_y \sum_{b \in F} W_{ab}, \quad A_a^v u_z = 2(u_a^p)_z \sum_{b \in F} W_{ab}, \quad (4.121) \]

\[ A_a^v = \begin{bmatrix} \cdots, & \sum_{b \in F} W_{ab}, & \cdots, & W_{ab}, & \cdots \end{bmatrix}. \quad (4.122) \]

In regard to (ii), the interplay between Eqs. 4.101 and 4.120 leads to

\[ A_a^p = (g - a_a^p) \cdot \sum_{b \in F} \rho_b \mathbf{r}_{ab} W_{ab}, \quad (4.123) \]

\[ A_a^p = \begin{bmatrix} \cdots, & \sum_{b \in F} W_{ab}, & \cdots, & -W_{ab}, & \cdots \end{bmatrix}. \quad (4.124) \]

Note that instead of Eq. 4.120, one can enforce at the boundary the condition that the pressure satisfy $\nabla p^{n+1} \cdot n |_{\partial \Omega} = 0$, which mimics the traditional Eulerian handling of pressure boundary conditions. Insofar as the discretized pressure equation is then concerned, the row in the linear system in Eq. 4.101 that corresponds to boundary particle $a$ will read

\[ A_a^p \mathbf{p} = 0, \]

\[ A_a^p = \begin{bmatrix} \cdots, & \sum_{b \in F} \mathbf{A}_G^{ab} \cdot \mathbf{n}_a, & \cdots, & \mathbf{A}_G^{ab} \cdot \mathbf{n}_a, & \cdots \end{bmatrix}. \]

Above, $\mathbf{A}_G^{ab} \in \mathbb{R}^3$ is the $b^{th}$ element of discretized gradient matrix $\mathbf{A}_G^a$ (see Eq. 4.82), $\mathbf{n}_a$ is the surface normal vector at the position of particle $a$, and $\mathbf{p}$ was defined in Eq. 4.90.

Finally, KCSPH handles boundary conditions via multi-body dynamics techniques [11]. The no-penetration condition between SPH markers and boundaries is enforced just as non-
penetrating contacts are treated in multi-body dynamics; i.e., via unilateral constraints (see Eq. 3.4). This strategy allows for (i) strict (per marker) enforcement of the no-penetration, and (ii) more flexibility in terms of the geometry of the boundary. On the downside, this strategy can only be used to enforce the no-penetration condition but not the no-slip, which is unlike WCSPH and ISPH.

4.5 Fluid-Solid Interaction

The coupling of the solid and fluid phases is implemented in two stages as shown in Fig. 4.5: (1) before each time step of the solid phase solver, the forces due to interaction with the fluid are imposed on each solid object as external forces; and (2) after each time step of the solid solver, the position and velocity of the solid phase objects are reported to the fluid solver to provide boundary conditions.
Figure 4.5: Explicit coupling via BCE markers between a solid body, rigid or deformable (shown as the gray object), and the fluid. The BCE markers, which are placed both on the solid’s surface and in a thin buffer region inside it, are used towards two ends: transfer surface forces from the fluid sub-system to the solid sub-system; and, enforce no-slip boundary conditions. The position, velocity, and acceleration of the BCE markers are dictated by the solid object that these markers are associated with via Eqs. 3.6 and 3.18. The depth of the buffer that hosts BCE markers is equal to the characteristic length $\kappa h$.

This approach amounts to a force-displacement coupling method. The fluid impresses interfacial forces on the solid surface and in return, registers the presence of the solid through the latter’s interface location and velocity. The interaction mechanism is facilitated by Boundary Condition Enforcing (BCE) markers that are placed on a solid’s surface and in a thin buffer region inside the solid (see Fig. 4.5, left panel). A similar approach has been described in [54, 63, 97]. The BCE markers are attached to the solid; their expected motion is dictated by the motion of the solid bodies to which they belong. In the case of rigid bodies, the expected position $\mathbf{r}_i^a$ and velocity $\mathbf{v}_i^a$ of the BCE marker $a$ attached to solid $i$ are obtained from Eqs. 3.6-3.10. Note that the local position vector of marker $a$ with respect to the center of mass of body $i$; i.e., $\bar{s}_i^a$, is constant in time. For flexible bodies, $\mathbf{r}_i^a$ and $\mathbf{v}_i^a$ are obtained via the interpolation (shape) functions (see for instance Eqs. 3.22 and 3.28) associated with the underlying flexible element, given that the nodal coordinates, velocities, and accelerations are
passed from the solid solver to the fluid solver. For instance, for 1D and 2D elements \( \text{Eq. 3.23} \) and \( \text{Eq. 3.28} \) can be used, respectively, to obtain the updated position of marker \( a \) from the nodal coordinates \( q^i(t) \) and similarly to obtain the expected velocity and acceleration from the nodal velocities \( \dot{q}^i(t) \) and accelerations \( \ddot{q}^i(t) \), respectively. Note that the local natural coordinates \( \xi, \eta, \) and \( \zeta \) of the marker attached to the flexible body are constant.

The expected kinematic attributes of the markers, calculated from the motion of the solid phase at the location occupied by the markers, are different from their assigned values. The latter are calculated such that the no-slip and no-penetration boundary conditions are implicitly enforced at the fluid-solid interface. The no-slip condition states that the velocity of the BCE markers should oppose the velocity of the fluid particles such that the average relative fluid-solid velocity at the interface is zero; i.e., the average velocity at the interface is the expected interface velocity. Herein, the induced velocity \( \hat{v}_a \) at the position of marker \( a \) is computed from the velocity of the fluid markers via \( \text{Eq. 4.119} \) as

\[
\hat{v}_a = \frac{\sum_{b \in F} v_b W_{ab}}{\sum_{b \in F} W_{ab}}.
\]

where \( F \) denotes a set of fluid markers that are within the compact support of the BCE marker \( a \). The no-slip condition holds if \( (\hat{v}_a + v_a)/2 = v_a^p \); in other words the assigned velocity of marker \( a \) is [96]:

\[
v_a = 2v_a^p - \hat{v}_a. \tag{4.125}
\]

The pressure of a BCE marker is calculated via a force balance condition at the wall interface, which leads to \( \text{Eq. 4.120} \) as follows [96]

\[
p_a = \frac{\sum_{b \in F} p_b W_{ab} + (g - a^p_a) \cdot \sum_{b \in F} \rho_b r_{ab} W_{ab}}{\sum_{b \in F} W_{ab}},
\]

where \( g \) is the gravitational acceleration and \( a^p_a \) is the acceleration of the solid phase at the location of marker \( a \). The fluid-solid coupling procedure is described in Algorithm 2.
Algorithm 2 Fluid-Solid coupling procedure. Carried out at each time step.

1: The fluid phase is integrated in time.
2: The pressure and viscous forces exerted by the fluid markers on the BCE markers are obtained via Eqs. 4.110 and 4.111 for IISPH method, and Eq. 4.103 for WCSPH and ISPH methods.
3: The generalized forces on each rigid body or nodal coordinate are calculated by collecting the forces of their associated BCE markers.
4: Generalized forces are used to solve multibody dynamics involving rigid and flexible bodies.
5: The position, velocity, and acceleration of the BCE markers are updated based on the new position, velocity, and acceleration of the rigid and flexible bodies.
6: The velocities and pressure of the BCE markers required for the no-slip and no-penetration conditions are obtained from Eq. 4.119 and 4.120, respectively.

The fluid-solid coupling strategy outlined in Algorithm 2 will yield slight numerical artifacts at the interface in relation to incompressibility and/or satisfying no-slip/no-penetration at the end of a time-step. This is a consequence of the explicit attribute of the coupling strategy. A fully implicit coupling as provided by a monolithic solver addresses this issue albeit at an increase in run-time. As a rule of thumb, IISPH, ISPH, and WCSPH yield expeditious solutions while a monolithic solver such as KCSPH can provide a better quality solution at the interface yet at a higher computational cost. Certainly, as the time step decreases, ISPH, IISPH and WCSPH produce increasingly more accurate solutions yet at that point, they forfeit their inexpensive-solution attribute.

4.6 Viscoplasticity

A robust and accurate numerical implementation of the yield stress in the Navier-Stokes equations is still a matter of research [1]. The difficulty is in modeling the discontinuity arising from the yield stress; the material should only flow if the shear stress exceeds the
yield stress $\tau_0$ (see Fig. 4.2). In other words:

$$
\begin{cases}
\text{yielded region :} & \tau > \tau_0 \\
\text{unyielded region :} & \tau < \tau_0
\end{cases}
$$

This discontinuity cannot be strictly handled for truly static zones in a continuum if one chooses to use a non-Newtonian approach. A more rigorous approach is to solve the time-evolution of the stress tensor besides the Navier-Stokes and the continuity equations and keeping track of the stress tensor via a linear elastic relation between the stress and strain tensors [98, 99] to obtain the rate of shear stress as following

$$
\frac{d\sigma_{\alpha\beta}}{dt} = 2G(E^{\alpha\beta} - \frac{1}{3} \delta^{\alpha\beta} E^{\gamma\gamma}) - \sigma^{\alpha\gamma} \omega^{\gamma\beta} + \omega^{\alpha\gamma} \sigma^{\gamma\beta},
$$

where $G$ is the shear modulus, $E$ is the deformation gradient tensor defined in Eq. 4.26 and $\omega$ is the rotation tensor defined as

$$
\omega = \frac{1}{2}(\nabla u - \nabla u^T).
$$

This approach involves the scaling of the stress tensor back to the yield surface once the stress grows beyond the yield criteria and is the matter of an ongoing research effort.

Amongst many simple and exponential regularization models proposed in the literature, the bi-viscosity model is chosen in this thesis. This models allows for enforcing the yield stress over a infinitesimal strain-rate range without the need for solving an equation such as Eq. 4.127, yet has its drawbacks as mentioned earlier. The bi-viscosity model is as follows:

$$
\tau = \begin{cases}
\tau_0 + k \dot{\gamma}^{\mu} & \dot{\gamma} > \dot{\gamma}_0 \\
(\tau_0/\dot{\gamma}_0) \dot{\gamma} & \dot{\gamma} < \dot{\gamma}_0
\end{cases}
$$

where $\mu_\infty = (\tau_0/\dot{\gamma}_0)$ is a large value acting as a penalty viscosity. Schematics of the bi-viscosity
model is demonstrated in Fig. 4.6. This approach although has its drawbacks, has been used widely in the literature [1, 100].

Figure 4.6: Numerical implementation of the yield stress using bi-viscosity model.
5 SOFTWARE IMPLEMENTATION ASPECTS

This chapter provides details about the software implementation of the multi-physics simulation framework discussed in this thesis along with specifics about the parallel computing approach. The software implementation is an open-source platform called Chrono, and is released in public domains under a BSD3 license [101, 102]. Chrono is a cross-platform (Windows/Linux/MacOS) middleware and can be embedded in third-party applications. It is modular and expandable via C++ inheritance and run-time polymorphism.

The high-level overview of the simulation algorithm is as follows. Each subsystem is responsible for advancing its state to the next simulation time-step. Subsequently, solutions are coupled at the interface of the continuum and discrete subsystems as shown in Fig. 4.5.

5.1 Overview of Chrono

Chrono is a physics-based parallel-computing modeling and simulation infrastructure based on a platform-independent and open-source design in C++. Chrono can be employed for solving a wide range of mechanical systems featuring rigid and flexible body dynamics, fluid dynamics, and in fluid-solid interaction problems. The core Chrono engine allows for simulation of mechanisms made of rigid bodies and constraints using a wide set of joints. It allows for applying motors, linear actuators, springs and dampers as well as forces and torques. The finite element functionality allows for modeling flexible parts with beams, cables, shells, solid tetrahedrons and hexahedrons elements and for non-linear analysis with large deformations. Chrono allows for modeling more involved mechanical systems such as vehicles using a template-based approach, leveraging a wide set of suspension templates as well as soil and tire models and powertrains/drivelines. The fluid dynamics module allows for CFD simulations, and is discussed in the rest of this thesis. The schematic overview of Chrono is
illustrated in Fig. 5.1.

Figure 5.1: Structure of Chrono and its submodules.

5.2 Parallel Computing

The purpose of the rest of this chapter is to elaborate the use of parallel computing to accelerate computational multi-physics platform discuss in the present thesis. Parallel computing is becoming increasingly important in multi-physics simulation. This is the case because most real-world problems involve a large number of degrees of freedom, which cannot be efficiently handled via only a single core. The following keypoints summarize the main reasons behind this shift from sequential to parallel computing.

- The growing disparity between memory access speed and CPU processing speed, the
memory wall, still poses a challenge. This is the case because CPU speeds have increased regularly, while memory speed, in terms of both the bandwidth and the latency, has increased at a significantly lower rate.

- Instruction-level parallelism achieved through branch prediction, out-of-order execution and speculation would require longer horizons and higher power consumption to gain further improvements.

- Increasing the CPU clock-cycle leads to exponentially-growing energy sinks, which would require significant improvement in the cooling strategies.

Hence, exploiting parallel computing is necessary to ensure that computer simulation remains a viable alternative to experimental methods. Herein, the discrete system component of the solution is the legacy solution implemented in Chrono augmented to support two-way FSI coupling via BCE markers. It runs on the CPU leveraging multi-core parallelism. The continuum component of the solution was implemented on the GPU, an architecture suitable for fine-grained parallelism of the single-instruction-multiple-data type calculation encountered in SPH discretization. Leveraging hybrid parallel computing by using a multi-core CPU solution for the discrete phase and a GPU solution for the continuum phase allows to fully exploit all computational hardware assets available on modern workstations.

5.2.1 CPU Computing Approach

Amongst parallel programming models, the distributed-memory multi-processor architecture, and shared-memory multi-processor architecture are prime examples that have proven effective for high-level parallelization.

In the shared-memory multi-processor paradigm, all the processes share the same address space, i.e., each processor has direct access to the same memory. This model can be leveraged by APIs such as OpenMP, which offers a low overhead and high-level means to achieve parallelism. In the OpenMP model, compilers generate parallel execution regions through the
use of directives. This idea allows for generating portable and reasonably scalable code, and running on a wide variety of machines. Most notably, these directives will be safely ignored on a machine without an OpenMP library and the code will be run sequentially.

In the present work, OpenMP is used for parallelization of computationally intensive parts of the flexible body dynamics solver. More specifically, computation of the internal loads (see Eqs. 3.24 and 3.37) and the system Jacobian elements are parallelized via OpenMP parallel for constructs.

Lastly, Advanced Vector Extension (AVX) intrinsics are used for parallelizing low-level math operations in this work. The idea of AVX, and other math vectorizing extensions such as SSE, is to perform a single instruction on multiple pieces of data. This is relevant when working with low-level matrix operations. For instance, four floats (or two doubles) can be packed into a single 128 bit register, and one instruction can add the four floats. This idea makes the underlying matrix operations faster and improves the efficiency of the simulations.

5.2.2 GPU Computing Approach

GPU computing model is based on the concept of a compute accelerator. In this model, a device separate from the host performs computational tasks and transfer data back to the host once needed. Graphics Processing Unit (GPU) and Intel’s Xeon Phi are prime examples of such models.

The hardware of GPUs is different from their CPU counterparts in many ways. One key architectural difference between CPU and GPU is in the number of physical cores; while a CPU has fewer of more powerful cores, a GPU has more of less powerful physical cores. GPU physical cores also run at a lower clock speed. Given this special architecture, GPUs had been originally designed for video gaming and displaying complex graphics, where rendering processing hundreds of thousands of polygons in each frame is necessary. Therefore, “single instruction multiple data” (SIMD) is the parallel paradigm that describes the programming model suitable for GPU computing.
NVIDIA facilitated the use of such devices for computing purposes through the Compute Unified Device Architecture (CUDA) API and libraries, which assist with building blocks in computational science. In the present work, the pressure equation is solved via Krylov subspace methods [103, 104]. For matrix-vector and vector dot product operations, our Krylov-subspace linear solver relies on two linear algebra libraries provided by NVIDIA: cuSPARSE [105] and cuBLAS [106].
6 VALIDATION STUDIES

In this section, verification and validation of various aspects of the numerical method discussed in Section §3 and §4 are presented. Specifically, the numerical method discussed in Section §4.4.3 is compared with a finite element counterpart in Section §6.1. Comparison of numerical methods presented in Sections §4.4.2, §4.4.3, and §4.4.5 is described in Section §6.2. Verification and validation of the IISPH method (§4.4.4) is described in Section §6.3. Lastly, the use of regularization (§3.1.4) for obtaining a unique solution for the DVI method is studied in Section §6.4.

6.1 Lagrangian vs. Eulerian Discretization of Continua

We report the results of a study in which we compared the Eulerian and Lagrangian approaches for the solution of free-surface and Fluid-Solid Interaction (FSI) problems. The Eulerian approach is implemented in another open-source code – Proteus [107], which embraces the Finite Element Method (FEM). Four tests were considered in this study: flow around a cylinder, dam break, falling yet floating cylinder in a fluid tank, and an elastic gate problem. We conclude that the SPH methodology is permissive and expeditious. When compared to a more robust Eulerian method such as FEM, the SPH solver produces a solution that is reasonably accurate, computationally less demanding, and easier to produce for the class of problems investigated in this work. The FEM solver is more accurate as are the methods it draws on.

6.1.1 The Eulerian Model

In the Eulerian approach, we consider two incompressible Newtonian phases, air and water, separated by a sharp material interface, across which density and viscosity are discontinuous,
but velocity and pressure are continuous. Surface tension is, therefore, neglected.

Denote the domains of the air and water phases as $\Omega_a(t)$ and $\Omega_w(t)$. The whole domain is $\Omega = \Omega_w(t) \cup \Omega_a(t)$ and the air/water interface is $\Gamma(t) = \partial \Omega_w(t) \cap \partial \Omega_a(t)$. The Navier-Stokes equation above is used to model the motion of each phase of fluid

\[
\begin{aligned}
    \rho_i \frac{\partial u_i}{\partial t} + \rho_i u_i \cdot \nabla u_i &= -\nabla p_i + \nabla \cdot \tau_i + f_i, \quad x \in \Omega_i(t) \\
    \nabla \cdot u_i &= 0 \\
\end{aligned}
\]

where $u_i$ is the velocity, $p_i$ is the pressure, $f$ is the body force, $\mu_i$ is the dynamic viscosity, $\sigma_i \equiv -p_i I + 2\mu_i \varepsilon(u_i)$ is the stress tensor, $\varepsilon(u) \equiv \frac{1}{2}(\nabla u + \nabla u^T)$, and $i \in \{w, a\}$.

To solve the Navier-Stokes equations, Eq. 6.1, one has to provide proper boundary conditions on the exterior boundary $\partial \Omega$ and on the interface $\Gamma(t)$. The boundary condition on $\partial \Omega$ depends on the problem, and, based on the assumption of continuity of velocity and stress across the interface,

\[
p_a = p_w, \quad u_a = u_w, \quad \sigma_a \cdot n = \sigma_w \cdot n, \quad x \in \Gamma(t).
\]

Using this interface condition (Eq. 6.2) and neglecting the potential loss of smoothness due to the jump discontinuities in density and viscosity, we can introduce continuous global pressure and velocity fields $p$ and $u$ and solve a single Navier-Stokes equation

\[
\begin{aligned}
    \rho \frac{\partial u}{\partial t} + \rho u \cdot \nabla u &= -\nabla p + \nabla \cdot (2\mu \varepsilon(u)) + f, \quad x \in \Omega \\
    \nabla \cdot u &= 0 \\
\end{aligned}
\]

in the whole domain $\Omega$, with $\rho := \rho_w 1_{x \in \Omega_w(t)} + \rho_a 1_{x \in \Omega_a(t)}$ and $\mu := \mu_w 1_{x \in \Omega_w(t)} + \mu_a 1_{x \in \Omega_a(t)}$. Note that $\rho$ and $\mu$ vary in time and space due the dynamic interface $\Gamma(t)$. In this work we use a conservative level set scheme described in [108], which represents the interface $\Gamma(t)$ implicitly as the zero level set

\[
\phi(t, x) = 0,
\]

\[6.3\]
where $\phi$ is the negative of the signed distance to $\Gamma(t)$ within the water phase and the positive signed distance in the air phase.

In this approach both an air volume fraction, $\theta$, and the dynamics of the signed distance field, $\phi$, are modeled based on the governing equations for material surface motion

$$
\frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi = 0 ,
$$

and phase volume conservation

$$
\frac{\partial \theta}{\partial t} + \nabla \cdot (\mathbf{u} \theta) = 0 .
$$

We then compute $\rho$ and $\mu$ as

$$
\rho(t, \mathbf{x}) = \rho_w[1 - H(\phi)] + \rho_a H(\phi) ,
$$

$$
\mu(t, \mathbf{x}) = \mu_w[1 - H(\phi)] + \mu_a H(\phi) ,
$$

where $H(\cdot)$ is the Heaviside step function.

As the solution evolves, the level set $\phi$ will gradually lose the signed distance property and the phase mass conservation property. To simplify the presentation, we assume that there is no flow through external boundaries, so that for all time the air mass $M_a$ should maintain the phase mass conservation property

$$
M_a = \int_{\Omega} \rho_a H(\phi(t, \mathbf{x})) .
$$

Note that, under the given assumptions, this statement can be written equivalently as a volume conservation statement and that analogous statements hold for the water phase.

Several methods have been proposed to correct the violation of these conservation constraints, see, for instance [109, 110]. Here we are correcting $\phi$ based on the conserved quantity
θ as suggested in [108]. The idea is to compute the correction \( u \) satisfying the equation

\[
H(\phi + u) - \theta = \nu_{num} \Delta u,
\]

in order to keep the mass conservation.

As noted above, the use of continuous and differentiable fields for pressure and velocity over the entire domain \( \Omega \) is an approximation that is inconsistent with actual jump discontinuities in density and viscosity. In fact, we use a regularized Heaviside function, \( H_\epsilon(x) \) as follows

\[
H_\epsilon(x) := \begin{cases} 
0, & \text{if } x \leq -\epsilon \\
\frac{1}{2} \left(1 + \frac{x}{\epsilon} + \frac{1}{\phi ls \epsilon} \sin(x \frac{\phi ls}{\epsilon})\right), & \text{if } |x| \leq \epsilon \\
1, & \text{if } x \geq \epsilon
\end{cases}
\]

(6.10)

to approximate \( H(x) \) used in Eqs. 6.6 and 6.7. This represents a first order regularization of the two-phase flow problem. While much prior work uses this regularization, notable recent research provides methods and proofs that more precise, second order accurate treatment of the fluid-fluid interface is achievable in the finite element context [111, 112].

The practice of reinitializing the level set function is a well-established technique in two-phase flow to control the growth of anomalies and/or numerical errors [113]. In the present work, we correct the loss of the signed distance property by solving

\[
\partial_t \phi + \text{sign}(\phi)(|\nabla \phi| - 1) = 0,
\]

subject to boundary conditions \( \phi = 0 \) on \( \Gamma(t) \) (i.e., the distance correction does not move the air-water interface).

The algorithm for the time step \( t^n \to t^{n+1} \) can be described as follows:

1. Solve Eq. 6.1 with \( \rho(t^n) \) and \( \mu(t^n) \) defined in Eqs. 6.6 and 6.7 to get the velocity field \( u^{n+1} \) and pressure \( p^{n+1} \)
2. Solve Eq. 6.4 to get $\phi^*(t^{n+1})$

3. Solve Eq. 6.5 to get $\theta^*(t^{n+1})$

4. Solve Eq. 6.11 to get $\phi^{**}(t^{n+1})$ from $\phi^*(t^{n+1})$

5. Solve 6.9 to get corrected $\phi(t^{n+1})$ and $\theta = H_\ell(\phi)$ using $\phi^{**}(t^{n+1})$ and $\theta^*(t^{n+1})$.

We use continuous finite elements to implement an IBM for the solid phase boundary as well. Let $V_h$ and $M_h$ be the approximation space of the velocity and the pressure. For the incompressible Navier-Stokes equations, not all pairs $V_h \times M_h$ of piecewise polynomial spaces are stable, see, for instance [114, 115]. In addition to instabilities that can arise due to the choice of velocity and pressure spaces, the numerical solution of the Navier-Stokes equations for $Re > 1$ can also experience advective instabilities, resulting in velocity (and pressure) oscillations. In this work we follow the variational multiscale stabilization and shock capturing method used previously in [108], which introduces additional numerical viscosity in a manner that stabilizes the advective instabilities as well as the equal-order velocity and pressure spaces. As these additional terms are unchanged from [108], we will simply reference them as ($stabilization − terms$) below. Thus, in addressing point 1 above, the numerical method used produces $u^{n+1} \in V_h$ and $p^{n+1} \in M_h$ such that

\[
\int_\Omega \rho \frac{u^{n+1} - u^n}{\tau} \cdot v - (\rho u^{n+1} \cdot \nabla u^{n+1}) \cdot v + \nabla p^{n+1} \cdot v + 2\mu \varepsilon(u^{n+1} : \varepsilon(v)) - f \cdot v \\
+ \int_\Omega [-2\mu \varepsilon(u^{n+1}) : v - 2\mu \varepsilon(v) : (u^{n+1} - u_S^{n+1}) + C_\alpha v \cdot (u^{n+1} - u_S^{n+1})] \delta_\varepsilon(d_{\partial \Omega_S(t^{n+1})}(x)) \\
+ \int_\Omega C_\beta (u^{n+1} - u_S^{n+1}) \cdot v H_\ell(d_{\partial \Omega_S(t^{n+1})}(x)) \\
+ \int_\Omega u^{n+1} \cdot \nabla q \\
+ \int_{\partial \Omega_D} [-2\mu \varepsilon(u^{n+1}) : n \cdot v - 2\mu \varepsilon(v) : (u^{n+1} - u_D^{n+1}) + C_\gamma v \cdot (u^{n+1} - u_D^{n+1})] \\
+ (stabilization − terms) = 0 \quad \forall v \in V_h, q \in M_h,
\]

(6.12)
where $\varepsilon(\mathbf{u}) = (\nabla \mathbf{u} + \nabla \mathbf{u}^2)$ and $C_\alpha$, $C_\beta$, and $C_\gamma$ are numerical parameters. In this formulation, the first row is the weak formulation of Navier-Stokes equations with integration-by-parts applied to the viscous term; the second row is the Nitsche’s method for enforcing the no-slip boundary condition on the surface of the solid, using the regularized Dirac delta function $\delta_\epsilon$ (derived from Eq. 6.10) to replace the boundary integral with a volume integral; the third row is the penalty term on the velocity inside the solid; the fourth row is from the continuity equation; the fifth row is due to the boundary condition of $\mathbf{u}|_{\partial \Omega_D}(t) = \mathbf{u}_D(t)$ and $2\nu \varepsilon(\mathbf{u}) \cdot \mathbf{n}|_{\partial \Omega_N}(t) = \mathbf{g}(t)$ with $\partial \Omega_D \cap \partial \Omega_N = \emptyset$ and $\partial \Omega = \partial \Omega_D \cup \partial \Omega_N$.

We solve this system using a first-order operating splitting scheme for variable-coefficient Navier-Stokes equations following [116]. The first step is to solve for the velocity $\tilde{\mathbf{u}}^{n+1}$ by solving

\[
\int_\Omega \rho \frac{\tilde{\mathbf{u}}^{n+1} - \mathbf{u}^n}{\tau} \cdot \mathbf{v} + \rho (\mathbf{u}^* \cdot \nabla \tilde{\mathbf{u}}^{n+1}) \cdot \mathbf{v} + \nabla \mathbf{p}^\# \cdot \mathbf{v} + 2\mu \varepsilon(\tilde{\mathbf{u}}^{n+1}) : \varepsilon(\mathbf{v}) - \mathbf{f} \cdot \mathbf{v} \\
+ \int_\Omega [\varepsilon(\tilde{\mathbf{u}}^{n+1}) \mathbf{n} \cdot \mathbf{v} - \varepsilon(\mathbf{v}) \mathbf{n} \cdot (\tilde{\mathbf{u}}^{n+1} - \mathbf{u}_S^{n+1}) + C_\alpha \mathbf{v} \cdot (\tilde{\mathbf{u}}^{n+1} - \mathbf{u}_S^{n+1})] \delta_\epsilon(d_{\partial \Omega_S(t^n+1)}(\mathbf{x})) \\
+ \int_\Omega C_\beta (\tilde{\mathbf{u}}^{n+1} - \mathbf{u}_S^{n+1}) \cdot \mathbf{v} H_\epsilon(d_{\partial \Omega_S(t^n+1)}(\mathbf{x})) \\
+ \int_{\partial \Omega_D} [-2\mu \varepsilon(\mathbf{u}^{n+1}) \mathbf{n} \cdot \mathbf{v} - 2\mu \varepsilon(\mathbf{v}) \mathbf{n} \cdot (\mathbf{u}^{n+1} - \mathbf{u}_D^{n+1}) + C_\gamma \mathbf{v} \cdot (\mathbf{u}^{n+1} - \mathbf{u}_D^{n+1})] - \int_{\partial \Omega_N} \mathbf{g} \cdot \mathbf{v} \\
+ (\text{stabilization terms}) = 0, \quad \forall \mathbf{v} \in V_h, \quad (6.13)
\]

where $\mathbf{u}^*$ and $\mathbf{p}^\#$ are the extrapolation of the velocity and the pressure computed as $\mathbf{u}^* := \mathbf{u}^n$ and $\mathbf{p}^\# := \mathbf{p}^n + \phi^n$. This choice results in a linear system for the velocity components. The 2nd step of the projection scheme corrects the velocity field $\tilde{\mathbf{u}}^{n+1}$ to obtain a divergence free velocity field $\mathbf{u}^{n+1}$ and an accurate pressure, $p^{n+1}$. The velocity field $\tilde{\mathbf{u}}^{n+1}$ is defined as

\[
\tilde{\mathbf{u}}^{n+1} = \mathbf{u}^{n+1} - \frac{\tau}{\rho_{\text{min}}} \nabla \phi^{n+1},
\]
with the help of the pressure increment, \( \phi^{n+1} \), which satisfies the Poisson problem

\[
\nabla \cdot \nabla \phi^{n+1} = \nabla \cdot \tilde{u}^{n+1},
\]

with appropriate boundary conditions. For example, at the part of the boundary where \( u^{n+1} \) and \( \tilde{u}^{n+1} \) are specified, one has to enforce \( \nabla \phi^{n+1} \cdot n = 0 \). The pressure \( p^{n+1} \) is then defined as

\[
p^{n+1} := p^n + \phi^{n+1} - \mu \nabla \cdot \tilde{u}^{n+1}.
\]

Details pertaining the stability of this algorithm and a proof of second order accuracy in time when a second order BDF method is used in place of Backward Euler used above are provided in [116].

In the following, we present and discuss results obtained with the Eulerian and Lagrangian approaches for four tests. The flow around a cylinder is considered, given that it represents a widely used single-phase CFD benchmark problem. A dam break test is used to gauge performance for free-surface flows. Lastly, the two approaches are compared in conjunction with two FSI problems – one pertaining to a floating rigid body and one that has the fluid interacting with an elastic/deformable gate.

### 6.1.2 Flow Around Cylinder

This single-phase, internal flow test is used to compare the FE and SPH solutions for a benchmark problem where the flow is shaped by the interplay between the pressure gradient, and the viscous and body forces. The cylinder of radius 0.05m is positioned at the center of a rectangular domain of height 0.4m and length 1.0m. No-slip boundary conditions are applied to the top and bottom walls while periodic (cyclic) conditions are maintained at the left (inlet) and right (outlet) patches. A constant body force \( f_b = 1.0 \text{m/s}^2 \) is applied in order to balance the viscous force. The density and viscosity are set to \( \rho_0 = 10.0 \text{kg/m}^3 \) and
\( \mu = 0.1 \text{Pa s} \), respectively. As illustrates in Fig 6.1, the steady-state velocity predicted by SPH and FEM are qualitatively in close agreement.

![Figure 6.1: Comparison of the steady-state velocity profiles predicted with SPH (left) and FEM (right). The SPH markers outside the fluid domain are BCE markers, see §4.4.6.](image)

Similarly, the FEM and SPH pressure profiles show close agreement as illustrated in Fig. 6.2.

![Figure 6.2: Comparison of the steady-state pressure profiles predicted with SPH (left) and FEM (right).](image)

Lastly, we quantitatively compare the two methods in terms of drag calculation. Herein, the expression used for the drag coefficient is 
\[
C_d = \frac{F_d}{0.5 \rho A U^2},
\]
where \( F_d \) is the drag force magnitude along the \( x \) axis, \( \rho = \rho_0 \) and \( U = 1 \text{m/s} \) are the reference density and velocity, and \( A \) is the frontal area of the cylinder. As shown in Fig. 6.3, SPH and FEM show different drag
coefficients at the onset of the simulation yet the steady-state solutions are in good agreement—the relative error of the time-averaged drag coefficient over the last 2s of the simulations is 6.4%. We posit that two reasons contributing to these discrepancies are: (i) the different time-integration schemes, and (ii) the vastly different space discretization technique and boundary condition enforcement used in the formulations. The IB method requires a fine mesh near the solid level-set (cylinder) for accurate representation of the fluid-structure interface and forces. Handling this interface poses no major challenge to SPH or boundary-fitted mesh-based approaches, owing to the explicit representation of the fluid-structure interface.

![Figure 6.3: Variation of the drag coefficient over time.](image)

### 6.1.3 Dam Break

This free-surface flow experiment is setup as follows: the fluid domain is a rectangular prism of size $2 \text{m} \times 1.0\text{m}$. The reference density and viscosity are $\rho = 1000\text{kg/m}^3$ and $\mu = 0.001 \text{Pa s}$. The gravity $g = -9.8\text{m/s}^2$ is applied in the $y$ direction. The SPH and FEM results are compared from two perspectives: (i) the fluid front position over time, and (ii) the roll up and the second splash – two characteristics highlighted in previous studies [117, 96]. As shown in Fig. 6.4, the SPH solution of the fluid front position over time slightly under-estimate the FEM solution. SPH has an easier task in handling free-surface since in the Lagrangian framework
solving the Navier-Stokes equation (Eq. 4.32b) automatically provides for a tracking of the free-surface [118, 117, 119, 120, 9]. In contrast, the Eulerian framework calls for four additional equations: (i) the advection of the level-set field via the velocity (Eq. 6.4); (ii) the conservation of the volume fraction (Eq. 6.5); (iii) level-set correction (re-initialization) (Eq. 6.11); and (iv) the mass correction (Eq. 6.9). While recent work [121] demonstrates that this multistage algorithm can be collapsed into a single stage, it nevertheless represents significant added complexity in the implementation.

Figure 6.4: Comparison of water-front propagation between between SPH and FEM.

With regard to the roll-up and second splash characteristics, both methods predict well these two hallmark features of the dam break experiment, see Fig. 6.5.
6.1.4 Fluid Interaction with a Falling Cylinder

This experiment was used to compare the Eulerian and Lagrangian approaches in conjunction with a 3D scenario that included ample fluid-solid boundary movement. It may be regarded as a simplified problem that, in more complex forms, is conspicuous in several fluid-structure interaction applications in coastal and offshore structures, e.g., renewable energy devices and caissons. Insofar as the solution methodology is concerned, the test assesses the robustness of the fluid-structure coupling methodology described in §4.5.

The problem is setup as follows. A cylindrical object of radius $r = 0.12\text{m}$ and length $L = 0.2\text{m}$ is released from the height $h = 0.25\text{m}$ above the surface of a tank of water at $t = 0\text{s}$. The dimension of the fluid domain is $1.0\times1.0\times0.2\text{m}$ (width×height×depth). The gravity $g = -9.8\text{m/s}^2$ is applied in the $y$ direction. The reference density and viscosity of the water are $\rho = 1000\text{kg/m}^3$ and $\mu = 0.001\text{Pa.s}$. The density of the cylinder is $\rho_s = 0.7\rho$. 

![Figure 6.5: Comparison of the roll-up ($t = 1.75\text{s}$, left) and the second splash ($t = 2.05\text{s}$, right) characteristics between FEM (top) and SPH (bottom)
which turns it into a floating structure. Figure 6.6 illustrates the distribution of the pressure in the frontal cross-section of the domain at $t = 0.5s$.

The cylinder oscillates until its initial potential energy is damped out. The steady-state solution of this problem is given by Newton’s second law and basic hydrostatics. Indeed, the upward buoyant force that is exerted on the body should balance to the weight of the object; i.e., $\rho_s g V = 62.0$. Figure 6.7 illustrates the vertical component of the fluid-structure interaction forces obtained with FEM and SPH. Although the two models show similar characteristics and steady-state solution for the vertical force, we note that the SPH model damps out the oscillation faster due to (i) more numerical damping and, more importantly, (ii) more degrees of freedom. Specifically, the FEM fluid-structure force uses the smoothed Heaviside and Dirac delta functions (see Eq. 6.10). This smoothing is numerically done along $h_e < \epsilon < 2h_e$ in the mesh where $h_e$ is the elements’ characteristic length scale. Incorporating the information from nodes further away at any point require increasing this smoothing length, which consequently deteriorates the accuracy of the numerical fluid-structure forces.
Figure 6.6: Comparison of the steady-state pressure profiles predicted with SPH (left) and FEM (right).

Figure 6.7: Upward buoyant force exerted to the cylinder over time.
6.1.5 Flexible Gate

In this experiment [2, 55], water is stored in a cubic container that has three rigid vertical sides, while the fourth one is partially made up of a rectangular elastic rubber gate, see the $t = 0$ s schematic in Fig. 6.8. The elastic gate, which experiences large deformations, is simulated using a non-linear finite element method called the Absolute Nodal Coordinate Framework (ANCF) [32]. The details about the gradient-deficient ANCF element used herein fall outside of the scope of this contribution but may be found in [77].

![Schematic and specifications of the elastic gate experiment.](image)

Due to the hydrostatic pressure, the elastic gate gradually deflects and the water exit the tank as shown in Fig. 6.9.
Figure 6.9: Snapshots of the elastic gate simulation with FEM (top) and SPH (bottom). The fluid domain is colored with the velocity magnitude. The $x$ axis is horizontal, pointing to the left; the $y$ axis is vertical, pointing up.

The position of the tip of the gate was measured in the experiment reported in [2]. The numerical results of both SPH and FEM under-predict the deformation results reported in [2]. These results are consistent with numerical results reported in [55].
The quality of the pressure field was superior in the FEM solution. Obtaining the correct smooth, and accurate field in SPH is more challenging. For instance, if one uses the classical weakly compressible SPH solver that is widely employed in the community but was not considered herein, the pressure field will experience severe checker-boarding patterns. This can be traced back to the use of a stiff equation of state for evaluating the pressure field, as well as to the decoupling of the velocity and pressure fields – aspects that don’t plague the implicit SPH solution discussed herein. The implicit SPH formulation, although more robust than the weakly compressible alternative, may still show checker-boarding effects in highly transient problems where the density of individual particles drops below the rest density. In such cases, the free-surface boundary condition for pressure ($p = 0$) kicks in and causes a zigzagging pressure field in the neighborhood of the particles with low density. The checker-boarding artifact has been fixed in Eulerian methods such as the FD method by using staggered grids. This same artifact is avoided in the FV method by Rhie-Chow type algorithms, which collocated grids as opposed to staggered ones. FE overcomes this artifact by requiring a mixed FE space seen in the Taylor-Hood elements, in which a lower-order approximation space is used for pressure compared to velocity.

Regarding the solution robustness and flexibility, the FEM solver is more robust insofar as the fluid handling is concerned since it takes advantage of the good accuracy and stability.
of established Eulerian methods. It also allows for a richer set of boundary condition types and flow regimes. On the other hand, the SPH solver in our experience is more robust when dealing with the class of FSI problems studied herein. This is mainly due to its Lagrangian framework that lends itself well to the coupling between the fluid and solid phases.

6.2 Comparison Between SPH Methods

This section reports on the performance of WCSPH, ISPH and KCSPH in conjunction with five tests chosen to probe complementary aspects of the CFD solution. Not all solvers are used for each test; yet each test is run with at least two of the three solvers. A “fluid-at-rest” test was chosen to gauge effectiveness in enforcing incompressibility; the Poiseuille flow was selected to verify the accuracy of the viscosity formulation when the pressure forces are negligible; conversely, the flow around cylinder exposes a scenario in which the pressure gradient has a significant effect on the flow field; the dam break probes the effectiveness of each solution for a free-surface problem that displays high transients; and, a liquid sloshing experiment was selected to assess the ability of WCSPH, ISPH and KCSPH to handle fluid-solid interaction phenomena. It is noted that by and large, almost all results reported in the SPH literature are obtained with variations of WCSPH. ISPH has been used in limited cases. The use of KCSPH has been hardly reported in the literature.

In the following numerical experiments, we use the standard SPH discretizations without particle shifting for the compressibility test, the dam break, and the sloshing experiments. We use particle shifting in ISPH and WCSPH for the internal flow experiments such as the Poiseuille flow and the flow around cylinder experiments in order to maintain regular particle distribution. Finally, the consistent discretizations are used in ISPH for the Poiseuille flow and the flow around cylinder experiments to reduce the number of neighbors and the computational costs of the pressure solver.
6.2.1 Incompressibility Test

In this experiment we monitor the time evolution of the density for a fluid stored in a rectangular container of dimensions 1.1 m × 1.1 m × 1.2 m (length/width/height). This “fluid-in-a-bucket” test probes the free surface handling by the Lagrangian approach that underpins WCSPH, ISPH and KCSPH, as well as the ability to enforce incompressibility. The model consists of 11k fluid SPH particles. Figure 6.11 reports the history of the average compression for ISPH, which reaches 1% compression at relatively large step size (\(\Delta t = 0.01\)s). The 1% compression threshold was selected to be in line with results reported elsewhere, e.g., [122].

![ISPH](image)

Figure 6.11: Time variation of the average compressibility offset for the ISPH method.

Figure 6.12 reports WCSPH results for the same test. In line with expectations, compared to ISPH, a smaller time step is required by WCSPH to remain below the 1% compression threshold. This is explained by the numerical stiffness introduced by the equation of state in Eq. 4.91, which translates into a small integration time step size owing to the conditions in Eq. 4.93. The higher the value of the maximum velocity or \(k\) parameter, the higher the stiffness, and thus the smaller the time step at which the simulation can proceed stably. As a rule of thumb, a WCSPH step-size 10 times smaller than the ISPH time step was noted to lead to comparable levels of errors in the two solvers. This is offset by the observation that one WCSPH time step is markedly more inexpensive than an ISPH one owing to the latter
Finally, Fig. 6.13 reports KCSPH results. Setting aside the initial transients, KCSPH enforces incompressibility better than ISPH. This goes back to Eq. 4.114, which imposes incompressibility in KCSPH assertively. WCSPH lacks this mechanism. Instead, an indirect, “penalty” approach controls compressibility by a stiff equation of state that penalizes density drift. One could draw a parallel between WCSPH and a widely used approach to handling contact forces in granular dynamics, in which one uses a stiff penalty force to enforce non-penetration conditions (a proxy for volume preservation, or incompressibility) at the mutual contact point between two elements [34]. Just like in the case of WCSPH, the penalty approach in contact mechanics requires small integration time steps for numerical stability. For granular dynamics, a comparison of an assertive (kinematically constrained) approach vs. a penalty approach is reported in [123].
6.2.2 Poiseuille Flow

An attractive feature of the Poiseuille flow is the availability of a time-dependent analytical solution. Due to the absence of the pressure gradient term, this test is often used to validate the accuracy of the viscosity model in the Navier-Stokes equations. This test is run with WCSPH and ISPH owing to the lack of a viscosity model in the current KCSPH implementation. The problem is set up as follows: A rectangular domain of fluid with dimensions $1 \text{m} \times 0.2 \text{m} \times 0.08 \text{m}$ (in the direction of flow, width of the channel, depth of the channel) consisting of 24k SPH particles is subjected to a body force $f_b = 0.01 \text{m/s}^2$ in the positive $x$ direction. Boundary conditions enforce periodic boundary at the left and right as well as at the front and back patch pairs of the domain. The top and bottom boundary conditions are no-slip velocity, see Eq. 4.119. The fluid is accelerated by the body-force and reaches to a steady-state parabolic velocity profile. The analytical solution of this problem is given by [92]

$$u_x(y, t) = \frac{\rho |f_b|}{2\mu} y(y - L) + \sum_{n=0}^{\infty} \frac{4\rho |f_b| L^2}{\mu \pi^3 (2n + 1)^3} \sin \left( \frac{\pi y}{L} (2n + 1) \right) \exp \left( - \frac{(2n + 1)^2 \pi^2 \mu}{\rho L^2} t \right),$$

(6.14)
where $\rho_0 = 1000 \text{ kg/m}^3$, $\mu = 1.0 \text{ Pa s}$ and $L = 0.2 \text{ m}$. The WCSPH and ISPH results show a close match with the velocity profiles obtained from the analytical solution as shown in Fig. 6.14. The time required for reaching steady-state solution is assessed according to the change in the maximum velocity. The relative difference between the maximum velocity at $t = 50\text{s}$ and $t = 100\text{s}$ is 0.0001\%, making the solution at $t = 50\text{s}$ a good approximation of the steady-state solution for all practical purposes. The average error of the velocity in the flow direction at $t = 50\text{s}$ is 0.1\% and 0.7\% for ISPH and WCSPH, respectively. The numerical error associated with the spatial and temporal discretization decrease by increasing the resolution and decreasing the time step, respectively. The standard discretizations (see Eqs. (4.62)-(4.63)) are used in the WCSPH formulation along with larger kernel support radius to maintain the spatial accuracy, while the consistent discretization (see Eqs. (4.65)-(4.66)) is applied in the ISPH formulation. A more in-depth discussion on the accuracy of the discretization method was presented in [12].

Figure 6.14: Velocity profile of transient Poiseuille flow obtained from numerical simulation of WCSPH, ISPH, and series solution at different times.
6.2.3 Flow Around Cylinder

In the Poiseuille flow example, the flow field was the outcome of an interplay between inertia, viscous, and body forces. The “flow around cylinder” test is used to compare the ISPH and WCSPH results in a scenario in which pressure gradient effects in the Navier-Stokes equations are not negligible. In this test, the cylinder of radius 0.05 m is positioned at the center of a rectangular domain of height 0.4 m and length 1.0 m. No-slip boundary conditions are applied to the top and bottom walls, while periodic (cyclic) conditions are maintained at the left (inlet) and right (outlet) patches. A constant body force $f_b = 1.0 \text{m/s}^2$ is applied in order to balance the viscous force. The density and viscosity are set to $\rho_0 = 10.0 \text{kg/m}^3$ and $\mu = 0.1 \text{Pa.s}$. The simulation time-steps are $10^{-3} \text{s}$ and $2 \times 10^{-4} \text{s}$ for the ISPH and WCSPH methods, respectively; the models use 36,000 SPH fluid markers. Figure 6.15 illustrates the steady-state velocity predicted by WCSPH and ISPH; the profiles are nearly identical to each other and also to a FEM-generated solution whose plot is not shown here but reported in [8]. In contrast, the WCSPH and ISPH pressure fields are markedly less similar. As shown in Fig. 6.16, which reports the pressure fields on fixed grids, the results are qualitatively but not quantitatively similar. The quality of the ISPH pressure solution was superior (based on a comparison with a FEM approach [8]), an aspect that can come into play, for instance, in acoustics applications.

We also note that there is no unique ISPH solution for pressure when solving the Poisson
equation under pure Neumann boundary conditions – in fact, the pressure solution is unique up to a constant. In other words, in the absence of Dirichlet boundary conditions, pressure is a relative quantity in the Navier-Stokes equations. Whereas the reference (minimum) pressure for WCSPH is often set to zero, in ISPH, we choose the pressure solution with the average value of zero. Consequently, the difference between the legend of the plots in Fig. 6.16 has no real significance as long as the difference between the solutions is a constant offset that only indicates a reference pressure. Note that the choice of the reference pressure does not affect the gradient of the pressure, which is the quantity that comes into play in the Navier-Stokes equation.

Herein, the expression used for the drag coefficient is 
\[ C_d = \frac{F_d}{0.5 \rho A U^2}, \]
where \( F_d \) is the drag force magnitude along the \( x \) axis, \( \rho = \rho_0 \) and \( U = 1 \text{m/s} \) are the reference density and velocity, and \( A \) is the frontal area of the cylinder. Comparing drag coefficient results is insightful since this exercise provides a macro-scale perspective that, while looking past micro-scale fluctuations, captures emergent behavior of practical relevance. As shown in Fig. 6.17, ISPH and WCSPH show different drag coefficients at the onset of the simulation yet the steady state solutions are in good agreement – the relative error of the time-averaged drag coefficient over the last 2s of the simulations is 6.4%. We posit that two reasons contributing to these discrepancies are: (i) the different time-integration schemes used in the formulations (see Sections §4.4.3 and §4.4.2), each with its own amount of numerical damping [124]; and (ii)
the vastly different treatment of the pressure by the two formulations.

### 6.2.4 Dam Break

Lagrangian methods such as SPH use the dam break benchmark test to assess the performance of fluid solvers in conjunction with a high transients, free-surface problem \cite{118, 117, 119, 120, 9}. The fluid domain is a rectangular prism of size $2.0 \text{m} \times 0.5 \text{m} \times 1.0 \text{m}$ consisting of 64,000 SPH particles that are placed on a regular lattice at $t = 0 \text{s}$. The reference density and viscosity are $\rho_0 = 1000 \text{kg/m}^3$ and $\mu = 0.001 \text{Pa.s}$. The gravity $g = -9.8 \text{m/s}^2$ is applied in the $z$ direction. The WCSPH, ISPH, and KCSPH results are compared from two perspectives: $(i)$ the fluid front position over time, and $(ii)$ the roll up and the second splash – two characteristics highlighted in previous studies \cite{117, 96}. Figure 6.18 shows the fluid front position as a function of time. While the KCSPH solution slightly over-estimate the front speed (no dissipation term is implemented in KCSPH), nearly identical front propagation is predicted by WCSPH and ISPH. With regard to the roll-up and second splash characteristics, all three methods predict well these two hallmark features of the dam break experiment, see Fig. 6.19.
Figure 6.18: Comparison of water-front propagation between KCSPH (top), WCSPH (middle), and ISPH (bottom).

Figure 6.19: Comparison of the roll-up ($t = 1.75s$, left) and the second splash ($t = 2.05s$, right) characteristics between KCSPH (top), WCSPH (middle), and ISPH (bottom).
6.2.5 Sloshing

Sloshing probes the ability of a CFD solver to handle a free-surface problem that experiences lower frequency transients (when compared to the dam break). In this experiment a fluid container undergoes a forced vibration motion according to $X_0 = \sin(2\pi ft)$, where $t$ is time, and $f$ and $X_0$ are the frequency and the amplitude of the vibration, respectively. The analytical solution of this problem under the inviscid flow assumption was discussed in [125] and involves a set of natural frequencies $\omega_n$ defined as

$$\omega_n^2 = (2n - 1) \pi \left( \frac{g}{w} \right) \tanh \left[ (2n - 1) \pi \left( \frac{h}{w} \right) \right],$$

where $n$ is the mode number, $g$ is the value of the gravitational acceleration, $w$ is the tank width; i.e., the tank dimension in the direction of oscillation, and $h$ is the height of the fluid at rest. The analytical amplitude $F_{x_0}$ of the net force exerted by the fluid on a sloshing tank in a forced vibration can then be expressed as

$$\frac{F_{x_0}}{\Omega^2 X_0 m_l} = 1 + \frac{8}{\Omega^2} \sum_{n=1}^{N} \frac{\tanh [(2n - 1) \pi h/w]}{(2n - 1)^3 \pi^3} \frac{\Omega^2}{\omega_n^2 - \Omega^2}.$$

Above, $\Omega = 2\pi f$ is the frequency of the oscillation and $m_l$ is the mass of the liquid. The exerted force on the container in the horizontal direction is expressed as $F_x = F_{x_0} \sin(2\pi ft)$.

We compare the ISPH, WCSPH, and KCSPH approximations with the analytical solution for the following problem: the dimension of the domain ($w \times b \times h$) is $1.2\text{m} \times 0.4\text{m} \times 1.7\text{m}$ and the fluid density is $\rho_0 = 1000\text{kg/m}^3$. The gravity $g = -9.8\text{m/s}^2$ is applied in the $z$ direction. The numerical model is comprised of 98k SPH markers, which are placed on a uniform Cartesian lattice at $t = 0s$. The frequency and amplitude of the vibration are set to be $f = 0.75\text{s}^{-1}$ and $X_0 = 0.1\text{m}$. Figure 6.20 reports the sloshing force exerted on the container over time.
Figure 6.20: Sloshing experiment: Comparison of fluid-structure interaction force along the axis of periodic motion.

Ignoring the initial transient period, all methods predict the dynamic interaction forces with reasonable accuracy. We attribute the initial discrepancy between the numerical and the analytical solutions to the fact that the simulation tank starts its motion from rest; hence the initial condition of the simulation is different from the analytical solution, the latter only reported in the steady-state regime. However, the initial transient motion is damped in approximately 1 s. As shown in Fig. 6.20, the steady-state solution of ISPH closely matches the analytical solution; the steady-state solution of the WCSPH slightly over-predicts, whereas the KCSPH solution under-predicts the analytical result.

6.2.6 Discussion

This effort set out to gauge the agency of the SPH methodology, employed here in conjunction with three approaches to time stepping and incompressibility enforcement. WCSPH uses an equation of state for pressure along with explicit time stepping. ISPH falls back on a Poisson problem to enforce incompressibility Chorin-style time stepping. KCSPH enforces incompressibility via a kinematic constraint that asserts the constant value of the density
while a half-implicit symplectic Euler integrator is used for time stepping.

**WCSPH, ISPH, KCSPH: Ease of implementation comments.** WCSPH and ISPH leveraged GPU computing through CUDA; KCSPH used multi-core parallel computing via OpenMP [126]. The amount of effort required to implement these solvers in software was quite different. Implementing the WCSPH solver was easier than ISPH, which was easier than KCSPH. ISPH requires the solution of a sparse linear system on the GPU; such a solver is not readily available and herein, the implementation resorted to Krylov subspace iterative methods such as BICGSTAB and GMRES [127]. A memory-efficient solver requires sparse storage of the underlying systems (see Eqs. 4.122 and 4.124). Assembling and solving these sparse linear systems made the ISPH implementation nontrivial. KCSPH was more challenging to implement since it required at each integration step the solution of a constrained quadratic optimization problem, see [11]. This optimization problem was posed in hundreds of thousands of variables – as many as SPH particles used in the formulation and its solution was found using a Nesterov-type method [128].

**WCSPH, ISPH, KCSPH: Solution robustness comments.** KCSPH and ISPH provide more robust (as in less finicky) solutions due to the coupling they establish between the field variables. Owing to the integration scheme used in ISPH, the velocity and pressure/density are coupled more tightly than in WCSPH, where pressure depends only on the density. Similarly in KCSPH, the pressures, which are a proxy of the Lagrange multipliers for the density kinematic constraints, are coupled with the velocity in a fully implicit sense.

**WCSPH, ISPH, KCSPH: Solution quality comments.** A simple answer to the question “which method provides better quality results?” is difficult to provide as multiple factors come into play in determining the quality of the solution, e.g., the particle resolution, the consistency vs. conservancy dichotomy, the decision to use or not particle shifting, the size of the time step, the nature of the problem solved, etc. This question is brought more into focus by stating that the interest is in obtaining results that are insightful without taxing tinkering with parameters, settings, etc. In general, ISPH turned out to be easier to set up and get good
results with. It is robust (non-finicky) and for a given simulation time budget, it provides better quality results. One stumbling block is that ISPH requires a sparse linear solver. WCSPH, particularly for the non-consistent version, usually yields more noisy results – this also came through in the flow-around-the-cylinder test. KCSPH shows potential, but it needs further investigation to improve the handling of viscosity and reduce execution speed as it requires the solution of a constrained convex optimization problem.

**WCSPH, ISPH, KCSPH: Time to solution comments.** While an efficiency comparison of WCSPH, ISPH, and KCSPH falls outside the scope of this contribution owing to the sheer scope of such an undertaking, we considered insightful to provide timing results to understand, insofar as order of magnitude is concerned, how long an SPH simulation would take. The problem considered was the dam break simulation of §6.2.4. There was no attempt to optimize the WCSPH, ISPH, and KCSPH implementations, which were made in Chrono. Therein, WCSPH and ISPH rely on GPU computing; KCSPH draws on OpenMP. Table 6.2.6 shows qualitative information regarding the first second of simulation of the dam break problem. All 3D solvers used 215,000 SPH markers. WCSPH takes smaller step sizes due to the explicit time stepping. However, its effort per time step is both step-size independent and cheaper than for ISPH or KCSPH. For the latter two, given the iterative nature of the solution process, higher computational costs are incurred for larger step sizes. Note that even for the same integration time step, the amount of time required to converge at different points in the ISPH/KCSPH simulation might be different owing to the difference in the number of iterations that the underlying linear system/optimization solvers require to converge.

**WCSPH, ISPH, KCSPH: Use case recommendations.** WCSPH is the method of choice for many single-phase and free-surface CFD problems such as the dam break and Poiseuille flow. ISPH was found to be a better choice when more complex physics, e.g., vortex shedding, boundary layer separation, etc., are present. This is the case for problems like flow around cylinder and the flow over backward facing step at higher Reynolds numbers ($Re \approx 10^2-10^3$). ISPH is also the solver of choice for FSI problems with relatively simple boundary geometries.
<table>
<thead>
<tr>
<th>method</th>
<th>$\Delta t$(s)</th>
<th>simulation time (s)</th>
<th>average time per step (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WCSPH</td>
<td>$10^{-4}$</td>
<td>1646</td>
<td>0.17</td>
</tr>
<tr>
<td>WCSPH</td>
<td>$2.5 \times 10^{-4}$</td>
<td>682</td>
<td>0.17</td>
</tr>
<tr>
<td>ISPH</td>
<td>$10^{-3}$</td>
<td>1692</td>
<td>1.69</td>
</tr>
<tr>
<td>ISPH</td>
<td>$5 \times 10^{-3}$</td>
<td>369</td>
<td>1.84</td>
</tr>
<tr>
<td>KCSPH</td>
<td>$10^{-3}$</td>
<td>1523</td>
<td>1.52</td>
</tr>
<tr>
<td>KCSPH</td>
<td>$5 \times 10^{-3}$</td>
<td>531</td>
<td>2.65</td>
</tr>
</tbody>
</table>

Table 6.1: Dam break, qualitative information: solver execution times for the first second of the simulation.

KCSPH leverages multi-body dynamics approaches, which opens the door to monolithic frameworks for more involved FSI problems, e.g., fording scenarios with complex vehicle models (wheeled, tracked) [11]. Indeed, imposing ISPH or WCSPH boundary conditions on a complex mesh, e.g., a vehicle, requires a uniformly generated point cloud, whereas KCSPH does not have this restriction and is more flexible in terms of boundary condition enforcement.

### 6.3 IISPH Method

#### 6.3.1 Incompressibility Test

In this test we monitor the value of the density over time for a fluid stored in a container. A rectangular container with dimensions $1.1 \text{ m (L)} \times 1.1 \text{ m (W)} \times 1.2 \text{ m (H)}$ is initialized with fluid particles. The particles are free to move inside the container under the influence of viscous and gravitational forces. We seek to understand how successful the IISPH solution implemented is in enforcing the incompressibility condition. The reference WCSPH solution is provided by the open-source software DualSPHysics [3]. In DualSPHysics, the maximum CFL value was set to 0.1, i.e. $C_{\text{max}} = 0.1$, and the speed of sound $c_s$ was varied to obtain different levels of compressibility. Other settings were carried over from the dam break tutorial provided with DualSPhysics [3]. Both solvers used approximately 56,000 SPH particles to include a $32 \times 32 \times 35$ distribution of particles plus additional BCE particles.
Figure 6.21 confirms that increasing $c_s$ in WCSPH leads to smaller density errors. However, the larger $c_s$, the stiffer the numerical problem, which translates into smaller integration step size. Thus, at one end of the spectrum, WCSPH uses small yet computationally inexpensive time steps. At the other end of the spectrum, IISPH allows for large albeit more computationally costly time steps. Against this backdrop, Fig. 6.21 answers the following question: what value of $c_s$ and $\Delta t_{WCSPH}$ should be used for DualSPHysics so that the quality of the solutions produced by IISPH and WCSPH are comparable? As shown in Fig. 6.21, an approximately 100-fold larger time step can be adopted by the IISPH method for the same level of compression. The vertical axis in the figure shows the relative error at every time step, which is defined, for the time step $(l)$ as

$$\% \text{ error}^{(l)} \equiv \left( \frac{1}{\rho_0 N_F} \sum_{i=1}^{N_F} \rho_i^{(l)} - 1 \right) \times 100,$$

where $N_F$ is the number of SPH particles; in Fig. 6.21, “tol” stands for the tolerance used in the linear solver. Recall though that the larger IISPH step size comes at the cost of solving a linear system of equations at each time step.
6.3.2 Flow Around a Cylinder

The IISPH results have been compared with results of a finite volume method simulation run in OpenFOAM [129]. In this test, a cylinder of radius 0.05 m was positioned at the center of a rectangular domain of height 0.4 m and length 1.0 m. No-slip boundary conditions were applied to the top and bottom walls while periodic (cyclic) conditions were maintained at the left (inlet) and right (outlet) patches. A constant body force of $f_b = 0.02 \text{ m/s}^2$ was applied in order to balance the viscous forces. The study was conducted at $Re = \rho V_{\text{max}} D/\mu \approx 30$.

In order to model the problem in OpenFOAM, a block-structured mesh was created in `blockMesh`. In the neighborhood of the cylinder, the size of the mesh-element was chosen equal to the SPH characteristic length $h$ (see Eq. 4.61). The OpenFOAM `pimpleFoam` solver was employed to reach the steady state solution and `fvOptions` was used to apply a body force (source term) to the momentum equations. The simulation was run for 10 s to reach steady state. A dynamic time-step was adopted to maintain $V_{\text{max}} \Delta t/\Delta x = 0.2$. Other settings were kept similar to the configuration of the `elipsekkLOmega` OpenFOAM
test, which is made available as a tutorial in OpenFOAM's distribution.

Figure 6.22 illustrates the velocity fields of the Lagrangian method (IISPH) and the Eulerian method (OpenFOAM). Figure 6.23 contains a plot of the velocity magnitude vs. vertical position $y$ at two sections of the domain: $x=0.0$ m (middle) and at $x=0.5$ m (outlet). The finite volume method turned out to be more apt at enforcing no-slip boundary conditions, which comes as no surprise given the meshless nature of SPH.

Figure 6.22: Comparison of the velocity profiles predicted with IISPH method (top) and OpenFOAM (bottom). The SPH data was mapped to a grid for the sake of comparison.
6.3.3 Elastic Gate Experiment

The elastic gate test, used in [2, 55, 130], is considered here in order to validate the fluid/deformable-solid coupling. In this experiment, water is stored in a cubic container that has three rigid sides and a fourth side partially made up of a rectangular elastic rubber gate, see the $t = 0$ s snapshot shown in Fig. 6.24. Due to the hydrostatic pressure of the water, the elastic gate gradually deflects and the water starts pouring through the gate. The position of the tip of the gate was measured in the experiment reported in [2]. Our simulation was carried out with 79,000 SPH markers. The results shown in Fig. 6.25 are in good agreement with the numerical and experimental results reported in [2].
Figure 6.24: Schematic and specifications of the elastic gate experiment. Water properties: \( \rho = 1000 \, \text{kg/m}^3, \mu = 0.001 \, \text{Pa} \cdot \text{s} \). Gate properties: \( \rho_s = 1100 \, \text{kg/m}^3, E = 10 \, \text{MPa}, \nu = 0.4 \), thickness=0.005 m [2].

Figure 6.25: Comparison of the horizontal position of the tip of the elastic gate from the numerical results of the present study, and the numerical/experimental results of the study of Antoci et al. [2].
6.3.4 Solution Efficiency and Scalability Aspects

In regards to the efficiency of the numerical solution for the fluid component, this subsection compares the pressure solution approach of [14], which relies on a Jacobi solver, with the methodology proposed herein, which draws on GMRES and BiCGStab. Herein, the entire CFD solution, and as such the Jacobi, GMRES and BiCGStab solvers, are implemented on the GPU. As illustrated in Fig. 6.26, BiCGStab leads to an approximately 10-fold improvement in convergence rate over the Jacobi solution of [14]. Table 6.2 provides a different perspective on the performance of three pressure solvers: (I) Jacobi/Matrix-Free, (II) Jacobi, and (III) BiCGStab, for three problem sizes (55,000, 215,000, 929,000 SPH particles) and for two linear solver residuals ($10^{-2}$ and $10^{-4}$). Note that for solvers II and III, the matrix $A$ of the pressure equation, see Eq. 4.112, is formed and stored at the beginning of each time step; i.e., the approach is not matrix-free. As seen in the table, the cost of producing $A$ is modest and in the end solver II outperforms I. However, III emerges as the fastest solution owing to a reduced number of iterations to solve $Ap = b$.

![Comparison of convergence rate](image)

Figure 6.26: Comparison of the convergence rate of the linear solver used in the current study (GMRES and BiCGStab) vs. Jacobi method for a problem size of 55,000 for single time step.
Finally, Fig. 6.27 reports on the scaling of the fluid solution and implicitly of the pressure solver, which is the computational bottleneck of the fluid solution. This and several other tests carried out have demonstrated a linear scaling of the simulation time with respect to the problem size. The results shown in Fig. 6.27 are for the dam break simulation, with a BiCGStab-based pressure solve with tol=1e-6; the length of the simulation was 0.5 s; the integration time step was variable and selected according to Eq. 4.113.
6.4 Uniqueness of DVI

In this section the use of Tikhonov regularization technique for imparting the uniqueness to the distribution of frictional contact forces in granular dynamics problems is studied. The complementarity solution obtained from Eqs. 3.14-3.16 are compared with either known analytical solutions or the DEM penalty method in the limit of infinite contact stiffness.

6.4.1 Box on Spheres

In this problem, a rectangular box with \( L = 1 \text{m}, \ w = 0.2 \text{m} \) and the mass \( m = 1 \text{kg} \) is placed on top of 5 spheres, one at each corner and one in the middle as shown in Fig. 6.28. \( W = mg = 1 \times 10 = 10 \text{N} \) is the weight of the box. A tangential force passing through the center of mass is applied on the box.
Figure 6.28: Configuration of the system in problem 1. $\beta = 0.5$ is chosen in §6.4.1 to ensure all contacts are in the stick mode.

- **Frictionless case:**
  The APGD solver reaches to the $F_n = W/5$ for each contact no matter whether Tikhonov regularization is used or not. However, the Jacobi solver does not results in equal normal forces for all contacts without Tikhonov regularization. When Tikhonov regularization is applied, the Jacobi solver can get close to the solution assuming that $\tau_\alpha$ is large enough ($\alpha$ is reduced slow enough), and $\tau_\epsilon$ is small enough (the solution of each step is accurate enough). For instance, setting $\epsilon_0 = \epsilon = 10^{-10}$, $\tau_\epsilon = 1.0$, $\alpha_0 = 100$, $\tau_\alpha = 0.5$, and $\alpha_f = 10^{-10}$, the following normal forces is obtained: $F_n = [1.99957, 1.99957, 2.00172, 1.99957, 1.99957]$, which is slightly incorrect. However, if $\alpha$ is not driven to zero, i.e., setting $\alpha_f = 0.1$, then the exact solution of $F_n = [2, 2, 2, 2, 2]$ is obtained.

- **Frictional case:**
  The box is pushed with a tangential force $F_t$, where $F_t = \beta \mu W$, and $\mu = 0.5$. In the following assume $\beta = 0.5$, i.e., $F_t = 0.5 \mu W = W/4 = 2.5$ N. $F_n = [1.875, 1.875, 2.0, 2.125, 2.125]$ are the analytical normal forces if the frictional forces are equal and are $F_t/5 = 0.5$N (per contact). Note that in the frictional case, the torque balance requires larger normal
forces on the rightmost contacts, given that the thickness of the box is non-zero and $F_t > 0$.

The APGD solver can get to the solution even without the Tikhonov regularization. In contrast, the Jacobi solver does not nearly get close to the exact solution without Tikhonov regularization, but it can reach close to the solution assuming that $\tau_\alpha$ is large enough, and $\tau_\epsilon$ is small enough. For instance, setting $\epsilon_0 = \epsilon = 10^{-10}$, $\tau_\epsilon = 1.0$, $\alpha_0 = 100$, $\tau_\alpha = 0.5$, and $\alpha_f = 10^{-10}$, $F_n = [1.8746, 1.8746, 2.0017, 2.1246, 2.1246]$ and $F_t = [-0.49989, -0.49989, 0.5004, -0.49989, -0.49989]$ are obtained, which is again slightly incorrect. Again, if $\alpha$ is not driven to zero, i.e., setting $\alpha_f = 0.1$, then the exact solution of $F_n = [2, 2, 2, 2, 2]$ is obtained.

### 6.4.2 Contact Compliance

Consider the problem in §6.4.1 again, but this time the contact stiffness between the middle sphere and the box is 6 times larger than the other four contacts. In this case, by changing the regularization matrix $W$ the stiffness of different contacts can be incorporated in the solution.

- **Frictionless case:**
  The analytical solution predicts 6 times higher normal force for the middle sphere, i.e. $F_n = [W/10, W/10, 6W/10, W/10, W/10] = [1, 1, 6, 1, 1]$ are the expected normal forces. The method can get very close to the solution with a small $\tau_\epsilon$ and large $\tau_\alpha$ but it does not quite reach to the exact solution. For instance, setting $\epsilon_0 = \epsilon = 10^{-10}$, $\tau_\epsilon = 1.0$, $\alpha_0 = 100$, $\tau_\alpha = 0.5$, and $\alpha_f = 10^{-10}$ gives $F_n = [1.0003, 1.0003, 5.9986, 1.0003, 1.0003]$. However, if procedure is stopped at a non-zero $\alpha_f = 0.1$, the exact solution is obtained.

- **Frictional case:**
  The analytical solution predicts 6 times higher frictional and normal forces for the middle sphere. Again, the method can get very close to the solution with a small
\( \tau_\epsilon \) and large \( \tau_\alpha \). For instance, setting \( \epsilon_0 = \epsilon = 10^{-10}, \tau_\epsilon = 1.0, \alpha_0 = 100, \tau_\alpha = 0.5, \) and \( \alpha_f = 10^{-10} \) gives \( F_n = [0.8754, 0.8754, 5.9982, 1.1254, 1.1254] \) and \( F_t = [-0.2501, -0.2501, -1.4995, -0.2501, -0.2501] \). Similar to previous scenarios, a nonzero \( \alpha_f = 0.1 \) results in fewer total iterations and higher accuracy.

### 6.4.3 Random Initialization

Consider problem 1, where the initial starting point of the optimization problem is chosen randomly at every step. Under these conditions, even the APGD solver fails to converge to the analytical solution discussed above (for both frictional and frictionless case), but with the Tikhonov regularization the solver converges to the actual solution. In the following, we study the behavior of the APGD solver with a random initial starting point for slip and stick mode. At the beginning of the simulation, the box is released from a small distance above the spheres. The initial stage of the simulations shown in Figs. 6.29 and 6.31 illustrate this transition. After \( t = 2.5s \) the tangential force shown in Fig. 6.28 is applied.

- **Stick:**

  In the following, we assume that \( \beta = 0.5, \) and \( \mu = 0.5, \) i.e., \( F_t = 2.5N. \) In this configuration, all contacts are in the stick-mode. As shown in Fig. 6.29, the solution with minimum norm cannot be reached when no regularization is applied, while the minimum norm solution that predicts similar tangential contact forces is reached with regularization. Note that the tangential contact forces are all 0.5N although normal contact forces differ. This is because the friction forces experienced by all contacts \( i \) are still less than the maximum static friction, i.e., \( 0.5 < \mu F_N^i N. \)
Next, we perform the same analysis, but this time the value of the tangential force is increased according to a ramp function from zero to 2.5N. Again, it is observed that the tangential contact forces evolves similarly for different contact since they have not yet reached the maximum friction limit (friction yield), although the normal forces evolve differently on the leftmost contacts and the rightmost contacts due to the torque balance equation.
(a) without regularization  

(b) with regularization  

Figure 6.30: The tangential force is increased from 0 to 2.5N instead of a ramp function, while other parameters remain similar to the ones in Fig. 6.29

• **Slip:**

In the following, we assume that $\beta = 1.5$, and $\mu = 0.5$, i.e., $F_t = 7.5N$. Given that $F_t = \beta \mu N > \mu N$, all contacts are in slip mode. As shown in Fig. 6.31, the solution with minimum norm cannot be reached when no regularization is applied, while the minimum norm solution can be obtained when regularization is applied. Note that each tangential contact forces are linearly dependent on the corresponding normal force. This is because the friction forces experienced by all contacts $i$ are equal to the maximum friction, i.e., $F_{ti} = \mu F_{Ni}$. Also note that the rightmost contact forces increase by time, while the leftmost contact forces decrease. This has to do with the force balance around the center of mass of the box, and the position of the contacts with respect to the box, which changes due to the slip.
(a) without regularization  
(b) with regularization  

Figure 6.31: Normal (top) and tangential (bottom) contact forces without regularization (left), and with a constant regularization (right). Contacts 1 and 2 are the leftmost, contact 3 is the middle, and contacts 4 and 5 are the rightmost contacts in Fig. 6.28, respectively.

Next, the similar analysis is performed with the tangential force following a ramp function instead of a step function.
As shown in Fig. 6.32, the leftmost contacts are saturated before the rightmost contacts do; this is shown when the regularization is employed in Fig. 6.32(b).

### 6.4.4 Efficiency of Regularization in Larger Problems

Consider a box placed on $n^2$ spherical particles. A tangential force is applied on the bottom of the box, which ensures that the symmetric contact forces arising from the force and moment balance are equal for different contacts. The minimum norm solution predicts $F_{it} = F_t/n^2$ and $F_{in} = W/n^2$ for each contact $i$. In the following scenarios, we fix the number of iterations of the CCP solver to 200 and study the Gauss-Seidel and APGD solvers (i) when no regularization is used, and (ii) when an appropriately small value of regularization is used. Specifically, we study the mean error and standard deviation of the contact forces as a function of $n$ to understand the effect of the Tikhonov regularization for problems larger than the one
discussed in problem 1. Mean error and standard deviation of the contact forces are chosen as measures of solution accuracy and indeterminacy, respectively.

Figure 6.33: A square box with the mass $m = 1\text{kg}$ is placed on $n^2$ spherical particles each with diameter $D$.

- **Gauss-Seidel solver:**
  
  This solver is known for breaking the symmetry owing to its algorithmic asymmetry [131]. Given the fixed number of iterations mentioned above, it is observed that applying the regularization to the solver makes possible (i) reaching a more accurate solution (see mean error) for a fixed number of iterations, and (ii) reducing the indeterminacy of the system.
Figure 6.34: Variation of the mean and standard deviation of contact forces with number of contacts predicted via the Gauss-Seidel method for the Tikhonov regularization of $\alpha = 0.1$.

Next, we perform a similar study but with a larger regularization parameter. It is observed that the mean error and standard deviation of the contact forces are reduced more when a larger regularization parameter is used.

Figure 6.35: Variation of the mean and standard deviation of contact forces with number of contacts predicted via the Gauss-Seidel method for the Tikhonov regularization of $\alpha = 1.0$.

- **APGD solver:**
  We study the performance of the APGD solver under the following conditions: (i) the initial starting point of the solver is set to zero for all contact forces and the Tikhonov regularization parameter is fixed at $\alpha = 0.1$, (ii) the initial starting point of the solver is chosen randomly for different contact forces and the Tikhonov regularization parameter
is fixed at $\alpha = 0.1$, (iii) the initial starting point of the solver is chosen randomly for different contact forces and the Tikhonov regularization parameter is fixed at $\alpha = 1.0$. It is observed that uniform initialization of the starting point leads to a fairly accurate solution in terms of mean value and standard deviation of the contact forces (see figure 6.36).

![Figure 6.36: Variation of the mean and standard deviation of contact forces with number of contacts predicted via the APGD method for case (i). The APGD solver is robust and predicts the analytical solution.](image)

However, random initialization of the solver easily breaks the solution quality (compare figures 6.36 and 6.37). While adding the regularization improves the solution quality, choosing the optimum value of the regularization parameter remains an experimental procedure (compare figures 6.37 and 6.38)
6.4.5 Cannonball Packing

In this problem, we study a square-based pyramid of close-packed spheres, as shown in Fig. 6.39. \( N^2 \) spheres are placed at the bottom, and the bottom layer spheres are fixed. The gravity \(-10 \text{ m/s}^2\) is applied in the vertical direction. In all the cases, we compare the DVI
solution with the DEM solution. The DEM parameters are as follows: $E = 10\text{Pa}$ is the Young modulus, $\Delta t = 2 \times 10^{-5}\text{s}$ is the time-step chosen for the DEM solver. Note that herein we retain the stabilization term $\frac{1}{\Delta t^2}\Phi$ in the the original $p = \frac{1}{\Delta t^2}\Phi + \frac{1}{\Delta t}Bv + BM^{-1}F^{ext}$ term.

Figure 6.39: Configuration of the cannonball packing. Spheres have radius of 0.1m and mass of 1kg. The initial spacing between the spheres is 2% of the radius.

- **Frictionless case with $N = 6$:**
  
  First, we investigate the solution of the Tikhonov-modified problem, for the frictionless case. As illustrated in Fig. 6.40, the tangential contact forces are zero, while there are slight differences between the normal forces predicted by DVI and DEM. Adding the Tikhonov regularization term (see Eq. 3.16) does not have a significant effect on the quality of the solution in this case.
Figure 6.40: Frictionless cannonball packing configuration with $N = 6$. Each marker represents a single contact, while solid-lines show ideal DEM-matched solutions.

- **Frictional case with $N = 6$:**

Next, we study the solution of the regularized-DVI problem for the frictional case. As illustrated in Fig. 6.41, the tangential contact forces predicted by DEM are zero (very small), while the regular-DVI predicts non-zero tangential forces. Adding the Tikhonov regularization term (see Eq. 3.16) improves the quality of the solution in two ways: (i)
it makes the DVI normal contact forces to match the DEM counterpart more closely, and \((ii)\) it reduces the tangential DVI forces, so they resemble DEM solution, although it does not completely zero out the tangential forces. Note also, that the inclusion of the regularization term increases the average contact inter-penetration.

Figure 6.41: Frictional cannonball packing configuration with \(N = 6\). Each marker represents a single contact, while solid-lines show ideal DEM-matched solutions.

Further, we study the map of the contact forces on the bottom layer particles to see
the effect of regularization.

Figure 6.42: Distribution of the normal force (z-direction) on the bottom particles in frictional cannonball packing configuration with \( N = 6 \).

Figure 6.43: Distribution of the tangential force (x-direction) on the bottom particles in frictional cannonball packing configuration with \( N = 6 \).
Frictional case with $N = 11$:

Next, we study the solution of the frictional regularized-DVI case for a larger problem size, i.e. $N = 11$. As illustrated in Fig. 6.45, the inclusion of the regularization term improves the solution quality of the DVI solution.
Figure 6.45: Frictional cannonball packing configuration with $N = 11$. Each marker represents a single contact, while solid-lines show ideal DEM-matched solutions.
Further, we study the map of the contact forces on the bottom layer particles to see the effect of regularization.

Figure 6.46: Distribution of the normal force (z-direction) on the bottom particles in frictional cannonball packing configuration with $N = 11$. 
Figure 6.47: Distribution of the tangential force (x-direction) on the bottom particles in frictional cannonball packing configuration with $N = 11$.

Figure 6.48: Distribution of the tangential force (y-direction) on the bottom particles in frictional cannonball packing configuration with $N = 11$.

- Frictional case with $N = 21$:  

Lastly, we study the solution of the frictional regularized-DVI case for a larger problem size, i.e. $N = 21$. The initial results of the solution are shown in Fig. 6.49
Figure 6.49: Frictional cannonball packing configuration with $N = 21$. Each marker represents a single contact, while solid-lines show ideal DEM-matched solutions.
Further, we study the map of the contact forces on the bottom layer particles to see the effect of regularization.

Figure 6.50: Distribution of the normal force (z-direction) on the bottom particles in frictional cannonball packing configuration with $N = 21$. 
Figure 6.51: Distribution of the tangential force (x-direction) on the bottom particles in frictional cannonball packing configuration with $N = 21$.

Figure 6.52: Distribution of the tangential force (y-direction) on the bottom particles in frictional cannonball packing configuration with $N = 21$. 
This section will demonstrate a few applications of the framework presented in this thesis. Applications include simulations of articular cartilage during the gait cycle, fluid-solid interaction in compliant robotics, and continuum granular flow simulation.

7.1 Simulation of Articular Cartilage

Tibiofemoral articular cartilage withstands compressive loads of multiple times body weight during walking, and transmits forces across skeletal joints while distributing the loading on the underlying subchondral bone [132]. This mechanical purpose factors into cartilage health, as normal tissue function requires homeostasis, a balance of tissue remodeling and degradation regulated in part by the repetitive loading experienced during functional movements [133].

The substantial load-bearing capacity of this multiphase tissue is provided by the extracellular matrix, a multiphase tissue composed of an ionized fluid and a solid network of collagen fibers and embedded macromolecules. The electrostatic attraction between proteoglycan macromolecules and the ionic fluid leads to an osmotic pressurization of the extracellular matrix. This internal pressure is equilibrated by tensile loading in the collagen fibers. When cartilage is loaded, the contact loads are distributed throughout the tissue via further pressurization of the interstitial fluid [134, 135]. This combination of interstitial fluid pressure and compressive and shearing contact loads results in a complex loading environment for the collagen fibers [136, 137, 138]. Characterization of this collagen fiber loading during functional movement is critical to understand the superficial cartilage degradation and fibrillation associated with the initiation of osteoarthritis [139, 140, 133, 141].

Collagen fibers exhibit distinct patterns in orientation throughout the cartilage tissue. In the depth-wise direction, fibers extend vertically from the subchondral bone, bend through the mid-layer and lie parallel to the articular surface in the superficial layer [142]. Within the superficial layer, the fibers exhibit preferential orientation along the articular surface as
well. This superficial collagen fiber orientation is revealed through split lines produced by inserting a needle coated in India ink into the tissue [4, 142, 143]. Collagen fiber orientation produces significant anisotropy in the tissue mechanical properties, demonstrated by increased tensile stiffness along the split line direction [144]. Although the physiologic mechanism linking collagen alignment to loading is still uncertain, an enzyme that selectively degrades unloaded collagen fibers may provide this link [145, 146]. At the tissue level, the link between loading and collagen orientation remains difficult to study, because while Magnetic Resonance Imaging (MRI) based techniques to quantify tissue strains have recently been introduced, they are limited in their ability to study functional movement [147, 148].

To overcome the limitations of current experimental techniques, computer simulation is often used to investigate cartilage loading. To properly model the loading scenarios that contribute to fiber orientation and the development of OA, simulations must resolve the net joint loading during locomotor movements and the corresponding internal joint tissue stresses. Simultaneous solution for the muscle forces that produce a movement and detailed internal joint mechanics results in intractable computational complexity. As a result, a muscle driven multibody simulation with a simplified knee model is often performed first to determine the net joint loads, which are then used as inputs to a detailed finite element model to solve for internal cartilage tissue stresses [149, 150, 151]. Finite element models of cartilage of increasing complexity have been introduced including linear elastic, multiphase, and fibril reinforced to accurately capture the response of cartilage to applied loads [149, 152, 153]. Recently, simulation routines have been introduced that model cartilage contact using an elastic foundation representations to allow for internal joint mechanics to be solved simultaneously with the musculoskeletal dynamics [154, 155, 156, 157]. However, these improved musculoskeletal simulation techniques have not been extended to resolve internal tissue stresses.

The aforementioned simulation techniques have been used previously to gain insight into the connection between cartilage loading and collagen orientation. Experimentally measured
cartilage split line orientations have been included in fiber-reinforced finite element models to study their influence on predicted cartilage strain patterns [158, 159, 160]. Other researchers have developed remodeling laws based on mechanical parameters such as the directions of principal strains to predict collagen alignment [161, 162]. However, these works are limited to simplified geometries and loading conditions and have only been applied to depth-wise collagen orientation. Thus, it remains unknown whether cartilage split line directions correspond to mechanical loading during locomotion.

In the present work, a novel simulation framework which integrates kinematic and kinetic measurements of full body movement with a muscle-driven image based model of the knee joint to predict superficial cartilage layer mechanics was investigated. The model and simulation framework is then used to predict cartilage surface strains due to passive osmotic pressure and a simulated walking cycle. The orientation of the principal strains in the cartilage surface are compared against experimentally measured split lines to provide insight into the connection between fiber loading and orientation.

### 7.1.1 Computational model

This section outlines the basic ideas behind the computer implementations used to model the geometry and deformation of the AC surfaces and their contact.

A three-body, 12 degree-of-freedom (DOF) knee model was developed from magnetic resonance (MR) images of a healthy adult female (1.65 m, 61 kg). Details of model development have been previously published [155], but will be briefly summarized for clarity. Fourteen ligaments were represented by bundles of nonlinear elastic springs, with wrapping surfaces included to prevent penetration of bony geometries. Articular cartilage surfaces were segmented from the MR images and represented by high-resolution meshes. Cartilage contact pressures were calculated based on the overlap depth between the articulating surfaces using an elastic foundation model. The knee model was integrated into an existing lower extremity musculoskeletal model [163], which included 43 muscles acting about the hip, knee and ankle.
joints. The predictive capacity of the model was validated by comparing simulated passive and active knee kinematics with in vivo 3D knee kinematics measured with dynamic MRI [155].

Tibio-femoral kinematics during walking were predicted using the Concurrent Optimization of Muscle Activations and Kinematics (COMAK) simulation routine [5, 154]. Whole-body kinematics and ground reactions were recorded while the subject walked overground in a motion analysis laboratory. At each frame of a gait cycle, numerical optimization was used to calculate the muscle forces, patello-femoral kinematics and secondary tibio-femoral kinematics that minimized a weighted sum of squared muscle activations cost function while satisfying overall dynamic constraints. The constraints required that the muscle forces and internal knee loads (contact pressures, ligament forces) produced by the optimized knee kinematics generate the measured hip, knee (flexion) and ankle accelerations. In the present study, the six degree-of-freedom patello-femoral kinematics is used to drive the motion.

The AC surface is modeled with shell finite elements using the ANCF method described in §3.2.2. Handling of contact represents a key computational challenge for the accurate simulation of deformable meshes. The deformable AC surface model presented in this thesis relies on the triangularization of quad meshes, where each quad (shell) is split into two triangles, thereby defining vertices, faces, and edges. By making use of broad and narrow phases, the shell element meshes are checked for contact by evaluating interpenetrations between vertices and faces, and between edges and edges. If contact is likely to occur, geometrical information, such as the location of the contact point, normal direction, interpenetration, and interpenetration velocity are calculated for each vertex-face and edge-edge pair. A penalty formulation is used to generate normal forces; to ensure the desired accuracy, contact stiffness parameters and time steps are selected such that the maximum mesh interpenetration is from one to two orders of magnitude smaller than the actual deflection of AC surfaces. Fig. 7.1 depicts a scheme of the triangularization of the finite element meshes and the geometric entities that intervene in contact detection.
Figure 7.1: Triangular mesh for AC surface vs surface contact. The quad finite element mesh is first converted to a triangular mesh composed of vertices, edges, and faces. Each vertex is associated with a normal vector to compute interpenetrations.

The overview of the current case study is illustrated in Fig. 7.2.

Figure 7.2: Overview of the two-step simulation process. First, a musculoskeletal dynamic simulation (COMAK), including an elastic foundation contact model, was used to solve for tibiofemoral knee kinematics. Then, a novel deformable model was used to estimate superficial cartilage strain at each instant in the gait cycle. Finally, the average first principal strain directions were visually compared with experimental split line maps ([4]) which represent collagen fiber alignment.
7.1.2 Results

The model is verified by comparing i) tibio-femoral contact forces and ii) deflection of the femur and tibia cartilages obtained from the deformable-surface model against those predicted by the rigid-surface model ([5]). The schematic comparison of the two methods is illustrated in Fig. 7.3.

Tibio-femoral contact force patterns exhibit a characteristic double peak during stance, with the majority of the force passing through the medial compartment. Fig. 7.4 illustrates the comparison of the tibio-femoral contact forces predicted by the models. The time-averaged relative difference, $\frac{|x-x_{ref}|}{|x_{ref}|}$, between the results of the present study and what has been reported in ([5]) for the net force in the superior-inferior direction, are $\approx 19\%$, $27\%$, for respectively medial and lateral compartments of tibia plateau and $17\%$ for the femur condyle. Considering the fundamental differences between the two models, the results of the present model are in good agreement with the established approach [5] and is able to exhibit...
Figure 7.4: Comparison of the net load results on the femur, medial and lateral cartilages with the elastic foundation model [5].

The characteristic double peak during stance. Fig. 7.5 compares the deflected area of the femoral cartilage at the first peak of loading during the gait cycle between the two models. The deflection of each condyle in the solid-surface model is calculated based on half of the inter-penetration. As seen, the deflection in the deformable-surface model is more evenly distributed in the deflected area in comparison with the solid-surface model. In addition, regions away from the contact patch are more influenced by the deformable-surface model in comparison with the solid-surface model. Relative difference in maximum deflection is less than 1% between the two model. Overall, the deflection field over the gait cycle shows acceptable agreement between the two models.
Prediction of collagen fiber orientations

The effects of two types of loading on the cartilage are investigated here: (i) internal loading due to the cartilage internal pressure, and (ii) external loading due to the gait cycle. The internal pressure of the cartilage is a function of the external load; as the compressive load on the cartilage increases, the fluid content of the cartilage is reduced and the internal pressure increases. Therefore, both effects should be investigated when studying the effect of loading on strain distribution/directions. Moreover, considering that tibio-femoral joint predominantly operates under the gait cycle during one’s life, it can be assumed that the gait cycle loading and the internal pressure determine the collagen fibers’ direction. Many researchers have correlated the maximum principal strain direction to the collagen fiber orientation (e.g. see [4]). Hence, the deformable-surface model is used to obtain the principal strain directions for the aforementioned scenarios.

In the first scenario, the kinematics of the gait cycle loads the cartilage and no pressure is present. Fig. 7.6 shows the principal strain direction vectors scaled by the magnitude
of the principal strains at three representative instants of time during the gait cycle: Heal
strike, first peak, and second peak. During the gait cycle, the largest first principal strains, $\epsilon_1$, are observed at the periphery of the cartilages, whereas, the most negative second principal
strains, $\epsilon_2$, are observed at the regions where the femoral cartilage undergoes larger deflection,
i.e. the central region. Due to the shape of the femoral cartilage at the medial side, the
cartilage surface undergoes compressive loading at the center of the contact region as the
principal strain of largest magnitude tends to be negative (Fig. 7.6 first peak). In order to
obtain a representative measure of principal strains over the gait cycle, the weighted principal
strain directions are averaged over time. Fig. 7.7(a) shows the split-line pattern obtained for
this case. It may be observed that the maximum (first) principal strain directions due to
external loading shows little similarities with the experimental results.

In the second scenario, only internal pressure is present. The magnitude of the applied
pressure is 0.2 MPa which is the typical hydrostatic internal pressure of the cartilage. Fig. 7.7(b)
illustrates the maximum (first) principal strain direction for this case. Comparison of the
maximum principal strain directions with experimental split-line patterns shows very good
agreement.
Figure 7.6: Different instants of time during the gait cycle when no internal pressure is applied. First row: schematic of the motion during the gait cycle. Second row: deflection field. Third row: maximum principal strains. Black lines show the first principal strain directions and are scaled by the magnitude of the first principal strain at each FE node. See Fig. 7.9 in supplementary information for corresponding tibial plateau pressures and strain patterns.
Figure 7.7: Comparison of the fiber alignment predicted by this study for different scenarios with experimental results [4] on the femur condyle. Histograms demonstrate the distribution of the angle of deviation between the experimental split lines and predicted principal strain directions. The dashed lines on histograms show the median angle of deviation. See Fig. 7.9 in supplementary information for simulated first principal strain directions on the tibial plateau.
Figure 7.8: Different instants of time during the gait cycle when no internal pressure is applied. First row: schematic of the motion during the gait cycle. Second row: deflection field. Third row: maximum principal strains (black lines show the maximum principal strain directions and are scaled by the magnitude of the principal strain at each FE node.)
Finally, both scenarios can be combined in one simulation in order to see whether one of them dominates the other or both scenarios equally affect the split-line pattern (see Fig. 7.7(c)). The comparison between Fig. 7.7(a) and Fig. 7.7(c) shows that, for the selected internal pressure level, the maximum principal strain is dominated by the gait cycle simulation. The lower the internal pressure, the smaller the resulting principal strains and the smaller contribution to the total split-line pattern. Conversely, with the application of larger internal pressures, the magnitude of the principal strain becomes dominant; therefore, Fig. 7.7(c) would become closer to Fig. 7.7(b).

7.1.3 Discussion

The methodology used in the present study differs from the rigid-surface approach, the prevalent method that is used to resolve the internal joint loads in AC along with the musculoskeletal dynamics [5, 155, 156, 157]. In the solid-surface model, the deformation for each element is independent of neighboring elements and is simply approximated according to inter-penetration of two solid surfaces representing articular surfaces. The solid-surface model
has been shown [157, 164] to be able to predict the contact pressure fairly well when compared to FE models, but it essentially does not resolve the internal tissue stresses. In contrast, the deformable-surface model captures the deformation of the articular surface and consequently allows for studying the tissue level stresses and mechanical behavior of the superficial region of the AC in more details. Therefore, properties such as strain directions, which are of interest in the current study, can be captured using this method. The higher-fidelity method, however, comes at a higher computational cost in comparison to the solid-surface model.

Moreover, the modeling technique used in the present work removes a number of the limitations of previous studies. Previously, remodeling laws were used in an attempt to characterize the collagen fibers direction, but only simplified loading scenarios and simplified geometries [161] and depth-wise orientation of fibers [162] were investigated. In the present study, principal directions on AC surface were investigated for the actual geometry of the articular surface and during the gait motion. Overall, this study improves our understanding of how the collagen fibers orientation is directed by the mechanical conditions at the surface of the articular cartilage, which is of interest in areas such as tissue-engineering.

The results obtained from the current study suggest that depending on the type of the mechanical loading applied on articular surface, different predicted patterns for collagen fibers will emerge. Among these types of loading, the patterns we obtained due to the internal pressure more closely match the experimental results. This suggests that the surface-wise collagen fibers alignment might be tied to internal loads. Nonetheless, the external loadings such as gait motion can still indirectly affect the split-line patterns by increasing the internal pressure of the articular cartilage. See [10] for more details about this model.

### 7.2 Continuum Simulation of Granular Flows

In large, rigid multibody dynamics problems with friction and contact, encountered for instance in granular flows, one can witness distinctly different system-level dynamics. This section concentrates on the case of fluid-like behavior of large multibody dynamics systems
such as granular materials, when the system experiences large strains. The results reported herein draw the Newton-Euler equations discussed in section §3.1 for capturing the dynamics of granular flows in a discrete sense. In the continuum sense, the modeling approach discussed in sections §4.2.1-§4.2.3 is employed. To demonstrate the similarities and differences between the multibody and fluid dynamics we consider three problems modeled and solved using different methods; (i) a compressibility test; (ii) the classical dam break problem, and (iii) the dam break simulation with an obstacle. These experiments provide insights into conditions under which one can expect similar characteristics from multibody and fluid dynamics systems governed by manifestly different equations of motion and solved by vastly different numerical solution methods.

Herein, dynamics of spheres of identical radii is captured via the Discrete Element Method (DEM). In this approach, the time evolution of the rigid sphere $i$ is expressed as

$$m \frac{d\mathbf{v}_i}{dt} = m \mathbf{f}_i + \sum_{i \neq j} \left( \mathbf{F}_{n}^{ij} + \mathbf{F}_{t}^{ij} \right),$$  \hspace{1cm} (7.1a)

where

$$\mathbf{F}_{n}^{ij} = f \left( \frac{\delta^{ij}}{2R} \right) \left( k_n \delta^{ij} \mathbf{n}^{ij} - \gamma_n \bar{m} \mathbf{v}_i^{ij} \right),$$  \hspace{1cm} (7.1b)

$$\mathbf{F}_{t}^{ij} = f \left( \frac{\delta^{ij}}{2R} \right) \left( -k_t \mathbf{u}_i^{ij} - \gamma_t \bar{m} \mathbf{v}_i^{ij} \right),$$  \hspace{1cm} (7.1c)

are, respectively, the normal and tangential contact forces; $k_n$ and $k_t$ indicate stiffnesses; and $\gamma_n$ and $\gamma_t$ are damping coefficients for the normal and tangential directions, respectively. Above, $m$ is the mass of particles, $\bar{m}$ is an effective mass, $\mathbf{v}_i$ is the velocity of particle $i$, $\delta^{ij}$ represents the mutual deformation of two elements in contact, and $\mathbf{f}_i$ represent an external force density such as gravity ($g$).

Once all contact forces and resultant accelerations are computed for timestep $k$, the latter are numerically integrated to yield the new velocity and position at timestep $k + 1$. Different
choices of time-integration methods [124] such as Explicit Euler, Extended Taylor, and a second-order integrator proposed by Chung [165] are possible. The latter integrator assumes the form
\[\begin{align*}
v_{k+1} &= v_k + \Delta t \left( \frac{3}{2} a_k - \frac{1}{2} a_{k-1} \right) \\
x_{k+1} &= x_k + v_k \Delta t + (\Delta t)^2 \left( \beta a_k + \left( \frac{1}{2} - \beta \right) a_{k-1} \right).
\end{align*}\] (7.2)

It draws on a multistep approach, providing second-order integration for both position and velocity and strong numerical damping. On the down side, the Chung approach requires the caching of previous accelerations \(a_{k-1}\), increasing the memory overhead. It also provides \(\beta\) as a tunable parameter for the integrator’s numerical damping, with the stability requirement that \(1 \leq \beta \leq \frac{28}{27}\).

### 7.2.1 Bucket of Material

In this benchmark test we consider a bucket filled up with material – in one case fluid, and granular material in a second case. We compare the magnitude of the average force on the side walls of the container for both media. This averaged force changes vertically. For the fluid media, there exists an analytical solution that comes from the hydrostatic fluid state. According to hydrostatic fluids, the pressure distribution is linear across the depth of the bucket – the larger the depth, the higher the force impressed on the wall. Consequently, it is easy to show that the averaged pressure (normal) force on each side of the container is \(\rho gh^2 L/2\), where \(h\) is the depth of the fluid in the bucket and \(L\) is the length of side wall. Furthermore, the ratio of this force to the weight of the material in the bucket for a \(LxLxh\) fluid domain is \(r_f = h/2L\). We performed DEM simulation to evaluate this ratio for a granular media instead of a fluid media. We calculate this ratio in granular material according to \(r_g = \frac{|\mathbf{F}_n|}{Mg}\), where \(|\mathbf{F}_n|\) is the averaged normal forces across the side walls of the container, \(M\) is the total mass of the system, and \(g\) is the gravity. Finally, we calculate the relative error according to \(e = \frac{r_f - r_g}{r_f} \times 100\). As shown in Fig. 7.10, the relative error is considerably small for the \(h\) values that were simulated for a bucket of material with \(L=1m\).
Figure 7.10: The relative error of dimensionless normal force experienced by the side walls of a bucket of material for different height \((h)\) of material. The relative error is calculated according to \(e = \frac{r_f - r_g}{r_f} \times 100\), where \(r_f\) is the non-dimensional averaged fluid normal force and \(r_g\) is the non-dimensional averaged granular normal force on the side walls. The \(r_g\) is calculated from the DEM simulation while \(r_f\) is computed from hydrostatic fluids.

We hypothesize that there should be a perfect agreement between the two media for this test and attribute the relative error seen in Fig. 7.10 to mainly two factors: (i) numerical errors of the DEM simulations; and (ii) numerical errors associated with approximating the height of the granular material bucket from the particles’ information. It is important to note that the DEM simulations were performed with frictionless monodisperse spherical particles. We emphasize that \(r_g\) is different for frictional particles. A detailed discussion on the interplay between the friction forces and the side walls, as well as on the sensitivity of the results with respect to the particles’ shape goes beyond the scope of this contribution and is the subject of ongoing work and goes beyond the scope of the current thesis.
7.2.2 Material Column Collapse

The initial domain of the material is $2\times4\times2$ m, while $6\times4\times4$ m is the size of the container. The reference density is $\rho = 1000$ kg/m$^3$, and the gravity of $g = -9.8$ m/s$^2$ is applied in the $y$ direction.

We study the propagating wave front both in granular material flow and the fluid flow. We highlight the similarities in terms of front speed as shown in Fig. 7.11, and the differences in terms of the two characteristics of the dam break simulation, i.e. the roll up and the second splash [9] as shown in Fig. 7.12.

![Figure 7.11: Comparison of the front position in the dam break simulated with DEM and CFD.](image)

Figure 7.11: Comparison of the front position in the dam break simulated with DEM and CFD.
Considering that the CFD and the DEM solvers solved different governing equations, the similarity that is seen in terms of front propagation position is somewhat perplexing. However, as shown in Fig. 7.11, the front position predicted by the DEM simulation moves slightly slower than the one predicted by the CFD solver. We attribute this discrepancy to the bulk density of the material; applying $\rho = 1000 \text{ kg/m}^3$ to individual grains results in smaller overall density in granular material. This is true because of the nature of the packing in granular material, which allows for empty spaces between the grains. This feature, for example, guarantees that a bucket of sand is lighter than a bucket of fluid, assuming that the density of grains is equal to density of the fluid and the buckets have similar dimensions. Hence, we hypothesize that the slower front speed is due to lighter material in DEM simulation. On the CFD side only, a more ample discussion of this test may be found in [96, 9].

Figure 7.12: Comparison of the roll up (left) and the second splash (right) instances of the dam break simulation between granular (bottom) and fluid (top) mediums.
7.2.3 Column Collapse with an Obstacle

In this experiment we placed a rigid cylindrical obstacle in front of the dam and monitor the overall force experienced by the cylinder over time after the dam breaks. The configuration of the problem is as follows: 2mx4mx2m is the initial domain of the material, and 6mx4mx4m is the size of the container. The dam is place in the leftmost corner of the domain and a 4 meter tall cylinder with the radius of 0.3m is placed at $x = 5m$ from the leftmost side of the container. Figure 7.13 demonstrates the force experienced by the cylinder for both the granular and the fluid material for different fluid’s viscosities, and different grains diameter. As shown in Fig. 7.13, within the simulated range, the viscous forces in the fluid simulation do not play a major role in the overall force on the cylinder. Similarly for granular flow, the force exerted on the cylinder is virtually insensitive to the particles’ diameter.

![Dam break with cylinder](image)

Figure 7.13: Comparison of the normalized horizontal force experienced by the cylinder in the dam break simulation for different viscosities of the fluid and for different particle diameters of the granular media.

Assuming insignificant viscous contribution due the large $Re$ observed in this problem, the fluid flow represents a momentum balance between the inertia, gravity, and pressure
forces (see Eq. 4.33). As highlighted in Fig. 7.13, we can consider two different stages in the simulation. Region 1: in this stage, good agreement is observed between the two media. We hypothesize that this is true because of the dominant effects of the inertia over the pressure forces. Due to the large value of the velocity, the Euler number \( \text{Eu} = \frac{p_0 \rho_0 u_0^2}{\rho u_0^2} \) is relatively small, diminishing the contribution of the normal stress (pressure). Region 2: the agreement between the two media is gradually vanishing because of the different nature of normal forces in granular media compared to pressure gradient forces in fluid flow. This is due to the reduction of the inertia forces and the consequent augmentation of the pressure forces, as can be understood from the \( \text{Eu} \) number. In Fig. 7.14 snapshots of the fluid and granular flow simulations are shown for a qualitative comparison of the time evolution of the two media.

Figure 7.14: Snapshots of the fluid (top) and the granular material (bottom) simulation of the dam break with a cylindrical obstacle at \( t=1s \) (left), \( t=2s \) (middle), \( t=2.75s \) (right).

7.2.4 Discussion

Through numerical simulation of the underlying physics, we presented comparisons between the granular and the fluid flows for three experiments. Using an adimensionalization of the
equations we showed that within certain regimes the two media show similar *macro-scale characteristics*. We hypothesize that $Eu = \frac{\rho_0}{\rho u_0^2}$ is the important characteristic number when identifying the regimes in which the granular flow may behave similar to the fluid flow.

According to Eq. 4.33, as $Eu \to \infty$, the momentum balance becomes an interplay between the pressure and body forces in fluids. Similarly, the sum of normal contact forces balance the body force in granular media (see Eq. 7.1a). Hence, it is reasonable to assume that in this regime the pressure gradient force plays a similar role as does the sum of the normal forces on the discrete rigid bodies in the granular system. Consequently, in this regime, a continuum model of granular material should be able to predict a potential field whose gradient corresponds to the sum of normal forces. The experiment in which we considered a static bucket of material is an example of flow in this regime where due to $u_0 \to 0$, one has that $Eu \to \infty$ and $Fr \to 0$.

At the other end of the spectrum as $Eu \to 0$, the contribution of the pressure forces decreases in fluids and the the momentum balance is dominated by inertia forces and gravity/body forces effects. Similarly, looser packings reduce the contribution of the normal forces in granular material, making the momentum balance an interplay between the inertia and body forces. Hence, we hypothesize that the granular materials behave similar to fluids in this regime as well.

## 7.3 Fluid-Solid Interaction for Compliant Robotics

Snapshots from two simulations demonstrating the capability of the current formulation are shown in Fig. 7.15 and Fig. 7.16. The first model is inspired by a goose leg and the fluid-structure interaction process associated with takeoff and also the motion of Basilisk lizard-inspired robot that runs on sand and water. In one case, the foot is flexible and modeled using 24 ANCF shell elements; the foot is connected to a stem, which is a rigid body moving vertically according to a periodic function. The second scenario is identical except in one respect: the foot is rigid. In both cases the fluid system included 0.5 million SPH markers.
The simulation time step was chosen such that CFL=0.1 via Eq. (4.113). This example was run on a GTX 1080 Nvidia GPU and took 15 hours of runtime for a 30 second-long simulation of the FSI problem in the presence of a deformable foot. A similar simulation demonstrating the hydrodynamic buoyancy of a wedged-shape plate is shown in Fig. 7.16.

Figure 7.15: Snapshots of the simulation of a fin slapping on the surface of water. (See [6] Movie #137 for the animation)
Lastly, the current framework has been used for modeling the locomotion of underwater robots inspired by motion of the eels. In this model, the robot is comprised of 6 flat plates connected through revolut joints. A harmonic motion is applied to individual parts of the robot mimicking the eel’s muscle forces. This artificial motion allows for generating propulsion, although the search for optimum forcing functions remains to be studied in the future potentially through reinforcement learning.
Figure 7.17: Fluid-solid interaction in the context of locomotion of bio-inspired under-water robots.

More example animations for illustration of the current framework are available at [6], movie #126, #133, #134, #137, #138, #165, and #168.
8 CONCLUSIONS

In this thesis, the numerical modeling and simulation of multi-physics mechanical systems consisting of discrete and continua were investigated via Lagrangian methods. Specifically,

(a) Rigid and flexible multi-body dynamic systems featuring frictional contact were studied. The former was employed in granular material simulations while the later was used in the simulation of articular cartilage during the gait cycle.

(b) The dynamics of continua were investigated for fluid dynamics problems and for continuum simulation of granular flows. The continuum modeling of granular flows allowed for modeling such materials via a computationally less expensive method than the DEM counterpart.

(c) The coupling between continuum and discrete sub-systems was investigated primarily for fluid-solid interaction problems.

The HPC approach employed in this thesis draws on hybrid multi-core shared memory architecture for discrete systems and GPU computing for the continua. The software implementation of the framework is part of an open-source software and is available on public domains.

Verification and validation of the different aspects of the numerical method were conducted through comparison with experimental results or other well-established numerical methods. The multi-physics framework was used in studying real-world problems, including (i) the relation between loading and the articular cartilage split-line patterns, (ii) fluid-solid interaction in compliant and under-water robotic applications, and (iii) continuum modeling of granular material.

The developments made as part of this thesis work provide a robust foundation for coupling rigid bodies, fluids and flexible objects in a fully Lagrangian framework. Traditional Eulerian approaches for such multi-physics coupling involve tracking implicit surfaces through the
continuum or re-meshing the domain frequently throughout the simulation. The Lagrangian alternative proposed in this work is more robust for multi-physics problems that involve large displacement and deformation in the discrete system.

The specific contributions of the author are summarized as follows:

- Investigated the use of SPH for the Navier-Stokes equations
  - Investigated four different SPH methods (WCSPH, ISPH, KCSPH, and IISPH) and their solution attributes
  - Performed a comparison between Implicit SPH (ISPH), Weakly Compressible SPH (WCSPH), and Kinematically Constrained SPH (KCSPH)
  - Compared and contrasted the solution attributes of SPH as a Lagrangian method against continuous finite element method for free-surface and fluid-solid interaction problems
  - Implemented and improved the Implicit Incompressible SPH [14] method by solving the discretized Poisson pressure equation via advanced linear solvers
  - Implemented and validated a projection-based implicit, both velocity and pressure, solver that can handle a wide range of fluid flows ranging from highly viscous flows to flows with moderately large Reynolds numbers in the laminar regime
  - Investigated the use of consistent SPH discretization for internal flow problems
  - Implemented the Herschel-Bulkley fluid model for modeling and simulation of non-Newtonian fluids
  - Investigated the use of ISPH method for modeling and simulation of granular dynamics as a non-Newtonian fluid
- Investigated the solution quality in frictional-contact problems and demonstrated insights gained in the context of a biomechanics application
  - Investigated the use of the Tikhonov regularization method for imparting uniqueness to the distribution of frictional contact forces in granular dynamics problems solved via a differential variational inequality approach
Simulated the tibiofemoral cartilage contact during walking for the prediction of collagen fiber orientation

- Developed a partitioned fluid-solid interaction framework
  - Coupled the fluid solver to a multi-body engine capable of simulating rigid and flexible bodies interacting through frictional contact
  - Validated the fluid-structure coupling via benchmark experiments featuring flexible and rigid elements
- Leveraged hybrid CPU/GPU parallelization to improve the performance of the FSI framework
  - Implemented SPH on GPU cards using CUDA to leverage high memory bandwidth
  - Implemented Krylov linear solvers such as GMRES and BiCGStab on GPU to improve the efficiency of the underlying linear solvers
  - Leveraged OpenMP for parallelism of the flexible multi-body dynamics solver on the CPU
  - Improved the efficiency of the low-level matrix operation on the host code via AVX vectorization intrinsics
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8.2 Future Direction of Research

The future directions of research involve solving more challenging real-world problems with the current framework as well as improving the numerical methods employed in this work. Details are provided in the next three subsections.

8.2.1 Hybrid Eulerian-Lagrangian Discretization: MPM

Material Point Method (MPM) is a hybrid Eulerian-Lagrangian discretization that can be used to space-discretize a wide range of problems from fluids to solids. MPM was first described in [169], and is a derivative of the fluid-implicit-particle (FLIP) method [170], which is based on the particle-in-cell (PIC) method [171]. The key idea of MPM is to store the state variables on Lagrangian material points, while the equations of motion are solved on a background grid. More specifically, in MPM the body is discretized with a set of material points placed on a background grid, which is used for computation of the gradient terms. Some of the problems associated with mesh-based methods for FSI applications (see §2.3) are not encountered in MPM; this is because the re-meshing step is not necessary, making MPM suitable for modeling problem involving large deformations. At the beginning of the MPM simulation, the grid is initialized such that it includes the continuum body. The material points are distributed on the continuum body as well. During each time-step, the MPM algorithm can be summarized in the following steps:
1. Quantities such as mass, velocity, internal and external forces are extrapolated from the material points to the grid nodes using the shape functions as:

\[ \phi_{\text{node}}^i = \sum_{p \in \mathcal{S}(\text{node } i)} \phi_{mp}^p N_{mp-nd}(x_{ip}), \tag{8.1} \]

where \( N_{mp-nd}(x_{ip}) \) is the interpolation function from the material points to the grid nodes.

2. Equations of motion with proper constitutive relations are solved on the grid for velocity and acceleration. The mesh nodes are advected and required gradients are calculated on the grid.

3. Grid node quantities are extrapolated back to the material points according to

\[ \phi_{mp}^p = \sum_{i \in \mathcal{S}(\text{node } p)} \phi_{mp}^i N_{nd-mp}(x_{pi}), \tag{8.2} \]

where \( N_{nd-mp}(x_{pi}) \) is the interpolation function from the grid nodes to the material points.

4. The distorted grid is reset to a uniform grid encompassing the continuum body for the next time step.

### 8.2.2 Higher-order Lagrangian Discretization: GMLS

SPH is a robust mesh-less method for a wide range of problems, especially for fluid-solid interaction problems involving large displacement and deformation. However, instability/accuracy concerns are associated with each of the SPH methods discussed in sections §4.4 at high/low Reynolds numbers. The idea behind the Generalized Moving Least Squares method is to reconstruct a function from an unstructured set of point data sampled in a neighborhood of any point in space. Specifically, if the function \( \psi(x) \) is to be approximated
by a \( m^{th} \)-order polynomial from its point data values \( \psi_j \) in some neighborhood of \( \mathbf{x} \), the GMLS approximation of \( \psi(\mathbf{x}) \) is as follows:

\[
\psi(\mathbf{x}_i) = P^T_i(x_i)c^*_i, \tag{8.3}
\]

where \( c^*_i \) is the unknown polynomial coefficient vector that is obtained through minimization of a weighted residual functional, e.g., \( \sum_{j \in S(i)} \left( \psi_j - P^T_i(x_j)c_i \right)^2 W_{ij} \). Above, \( P \) is the polynomial basis vector, e.g., \( P = [1, x, y, x^2, xy, y^2] \) in 2D for \( m = 2 \), which introduces 6 unknowns in the coefficient vector \( c^*_i \). After taking the variation with respect to \( c_i \), it follows that:

\[
c^*_i = M_i^{-1} \left( \sum_{j \in S(i)} P_i(x_j)W_{ij}\psi_j \right), \tag{8.4}
\]

where

\[
M_i = \sum_{j \in S(i)} P_i(x_j)W_{ij}P^T_i(x_j). \tag{8.5}
\]

The GMLS procedure introduces a way for optimal recovery of linear target functionals over a desired reproduction space. See [20, 19] for more details about this method.

### 8.2.3 Biomechanics Applications: Articular Cartilage

Osteoarthritis (OA), the breakdown of the articular cartilage, affects the lives of millions of adults. Although there are treatments to manage the condition, there is no cure nor any completely effective method of preventing the disease. As such, it is essential to comprehensively study factors that contribute to OA in order to guide the development of improved treatments. Research in this field has the potential to substantially improve our understanding of multi-scale articular cartilage mechanics, which assists efforts to investigate degenerative pathways. The focus of this direction of future research is on the modeling and simulation of the micro-structure of the articular cartilage.

Structurally, cartilage consists of two distinct phases: a fluid phase, composed of water and
electrolytes, and a solid phase, composed of collagen fibrils, chondrocytes, and proteoglycans [172]. The micro-structure of the cartilage is shown in figure 8.1. Figure 8.1 demonstrates the proposed FSI modeling strategy.

Figure 8.1: Fluid-solid interaction modeling strategy of the articular cartilage

The substantial load-bearing capacity of this multiphase tissue is provided by complex interactions between its solid network of collagen fibers and macromolecules, and the interstitial fluid. In an unloaded state, an electrostatic attraction between the proteoglycan macromolecules and the interstitial fluid leads to an osmotic pressurization of the tissue. This internal pressure is equilibrated by tensile loading in the collagen fibers. When cartilage is compressed, the contact loads are distributed throughout the tissue via further pressurization of the interstitial fluid [134, 135].

The behavior of articular cartilage (AC) can be analyzed on several scales. On the macroscopic level, the cartilage is a small layer, few millimeters thick, that lubricates the relative motion among body parts. On the micro-scale level ($10^{-7}$ m–$10^{-4}$ m), the density and orientation of collagen fibrils vary with the depth within the cartilage. One level down,
on the ultra-scale \((10^{-8} \text{ m}–10^{-6} \text{ m})\), proteoglycans and individual collagen fibrils of up to 200 nm in diameter interact electrostatically and mechanically.

The mechanics of AC has been modeled in the literature through continuum-based representations using either biphasic or triphasic formulations, relying on constitutive properties derived from experimental observations [173, 174]. These formulations use the methods of composite materials for giving directional properties to the cartilage. While these approaches provide a holistic view of the tissue, they do not explicitly model the discrete fluid-solid interactions (FSI) on the ultra-scale level. The future investigation involves an FSI approach to model the microstructure of the articular cartilage using the fundamental elements described above. Modeling articular cartilage on the ultra-scale level through a discrete, fully coupled representation of fluid and solids provides more accurate insight into the biomechanical properties of the AC. This direction of future research allows for deepening our understanding of how macroscopic behavior is affected by the interplay of microstructural elements. Preliminary results of the small-scale FSI model for a confined compression test are demonstrated in Figure 8.3.
Figure 8.3: Preliminary results of the articular cartilage FSI model. Displacement and stress field on the articular surface (top and bottom left, respectively). Pressure and velocity distribution inside the interstitial fluid (top and bottom right, respectively)


